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Abstract

The computational complexity of polynomial ideals and Grobner bases has been
studied since the 1980s. In recent years the related notions of polynomial subalgebras
and SAGBI bases have gained more and more attention in computational algebra,
with a view towards effective algorithms. We investigate the computational complexity
of the subalgebra membership problem and degree bounds. In particular, we place
these problems in the complexity class EXPSPACE and prove PSPACE-completeness for
homogeneous algebras. We highlight parallels and differences compared to the settings
of ideals and also look at important classes of polynomials such as monomial algebras.

1 Introduction

Let K be a field equipped with a suitable encoding over a finite alphabet, for example, the
rational numbers Q or a finite field F,. At the heart of many algorithms in computer algebra
are efficient algorithms manipulating polynomial ideals and Grobner bases, dating back at
least to the 1960s [4]. Since the late 1980s, algorithms for computations with subalgebras
have been studied |27, 26], which have applications in toric degenerations and polynomial
system solving [2]. A fundamental computational problem for ideals and subalgebras of
polynomial rings K[z| = K[z, . .., z,] is deciding membership. Of special interest are classes C
of polynomials such as homogeneous polynomials (Homog), monomials (Mon), or polynomials
with bounded degree or number of variables.

IDEALMEM (C), IDEALMEMK ALGMEMK(C), ALGMEMK
Input:  fi,..., fs € C (or K[z]), Input:  fi,..., fs € C (or K[z]),
g € K[z] g € K[z]
Output: Isge (fi,..., [fs)? Output: Is g € K[fy,..., f]?

Recall that g € (f1,..., fs) if and only if there is a representation g = hy fi + -+ + hs f;
with hq,..., hs € K[z]; the representation degree (of the tuple fi,..., fs,g) is the smallest
possible value of D = max{deghy,...,deghs}. Similarly, g € K[fi,..., fs] if and only if
g=0p(f1,...,[s) for some certificate p € K[ty, ..., ts]; we call the smallest possible degree of
p the certification degree.



The computational complexity and representation degree bounds of IDEALMEMg and
its variants have been studied since the 1980s, we give a brief overview in Section 2.3. The
complexity of algebras in a more general sense has been studied before [17], though so far not
for the concrete case of polynomial subalgebras. This paper is concerned with filling that gap
and proving analogous results for ALGMEMg and an upper bound on the certification degree.
In order to obtain reasonable upper bounds on the computational complexity, we assume that
arithmetic in the base field K can be performed efficiently, this is formalized as being well-
endowed [3]. A main theorem is the PSPACE-completeness of the homogeneous subalgebra
membership problem, combining the upper bound Theorem 3.6 and the complementing lower
bound Theorem 4.3.

Theorem 1.1. Over a well-endowed field the homogeneous subalgebra membership problem
ALGMEMgk (Homog) is PSPACE-complete.

One of the goals of this paper is to be accessible both to commutative algebraists and
computer scientists. For this reason, we introduce the relevant results from algebra and
complexity theory on ideals and Groébner bases in Section 2. In Section 3 we prove various
upper bound results on variations of ALGMEMg, as well as an upper bound on the certification
degree. In Section 4 we present the combinatorial construction of controlled monomial
replacement systems which yields a polynomial space lower bound and is of independent
interest. In Section 5 we study the case of monomial subalgebras which is still NP-complete,
and discuss related questions with SAGBI bases.

2 Background in algebra and complexity theory

2.1 Ideals, subalgebras and their bases

Let K be a field, denote by K[z] = K]z, ..., ;] the polynomial ring in n variables, consisting
of finite linear combinations

f= E CaT®, =z ann, ey €K

Ideals and subalgebras arise naturally in algebra as the kernels and images of (K-linear) ring
homomorphisms. We briefly recall the basic definitions for both of them in parallel.

A subset I C K[z] is an ideal if it is an additive subgroup (contains 0 and is closed under
addition and subtraction) and also closed under multiplication with arbitrary polynomials
f € K[z]. A subset A C K[z] is a subalgebra if it is an additive subgroup containing K and
is closed under multiplication within A. Given a set S C K[z], we denote by

{ Z h; fi hflGEKS 2] } = {lin. comb. of S over K|z] }

finite

K[S] = { Z Caf® "Cfl GGE[S;,} = { polynomial expressions in S }
finite @




the ideal and subalgebra generated by S; it is the smallest ideal resp. subalgebra containing

S.

Ezample 2.1. An important class of ideals and algebras are those generated by monomials z¢,
or binomials z® — 2”. For example, monomial algebras show up as coordinate rings of affine
toric varieties, and binomial ideals are related to commutative Thue systems, capturing the
combinatorial worst-case complexity of ideal membership (see Theorem 2.3).

A monomial order < is a total order on the set of monomials 2 refining divisibility (z® | 2”
implies 2% < 2) and such that 1 = 2° is the minimal element. In the following fix such a
monomial order, for example the lexicographic order <.; we may assume x; > - > .

The initial term in.(f) of a nonzero polynomial f =) coz® is the nonzero term c,z®
with the largest monomial. For convenience define in(0) = 0. Given an ideal I or a
subalgebra A, its initial ideal or initial algebra respectively is

in.(1) = ({in<(f) | f € T}), nL(4) =K[{inL(f)] f € A}]

A Grébner basis of an ideal I is a finite subset G C I such that in,(I) = ({inz(g) | g € G }).
On the other hand, a SAGBI basis of a subalgebra A is any subset S C A such that
ing(A) =K[{inx f | f € S}]. In both cases such bases generate I and A respectively, hence
the (historical) name “basis”. A Grobner basis is reduced if the leading coeflicients are 1 and
no term of g € G is in in4 (G \ {¢}). The reduced Grébner basis of an ideal I is unique and
has the smallest number of elements and smallest degree among all Grobner bases of I. For
more background on Grobner bases see for example [6, Chapter 2|, [14, Chapter 21| or |18,
Chapter 2|.

By Hilbert’s basis theorem every ideal can be generated by a finite set of polynomials; in
fact one can find such a finite set in any generating set. This implies the existence of (finite)
Grobner bases for any ideal. On the other hand, finite SAGBI bases may not exist, we will
come back to this topic in Section 5.1.

Given an ideal I C K[z], any element f € Kz] has a normal form nf(f,I) against I,
which is the unique polynomial r € f+1 such that no monomial of r is in in (1) [18, Definition
2.4.8|. One can compute nf_(f, I) by dividing f by a Grébner basis GG, the remainder is the
normal form [6, Proposition 2.6.1|. This gives a membership test for polynomial ideals: f € I
if and only if nf-(f,I) = 0.

2.2 Complexity theory

We use the Turing model of computation, though the details of this formalism are not required
to follow this paper. Here we introduce the concepts and computational problems used in the
sequel. A classical reference for computational complexity theory is the book by Hopcroft
and Ullman [13], a more modern treatment is the book by Arora and Barak |[1], for a brief
introduction with a view towards computer algebra see also [14, Section 25.8].

Informally, the complexity of an algorithm is the amount of resources (time or memory)
used in the computation as a function in the input length. A decision problem A is the problem
of deciding whether a given (well-formed) input x € ¥* has a certain property, i.e. deciding

membership in the set A C ¥*. Problems in P, PSPACE and EXPSPACE can be solved
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algorithmically in polynomial time, polynomial space and exponential space respectively,
while the answer to problems in NP can be verified in polynomial time provided a certificate.
One has the inclusions of complexity classes

P C NP C PSPACE C EXPSPACE.

A standard problem in NP is SAT, deciding whether a given boolean formula ¢(z1, ..., z,)
can be satisfied by some assignment {z1,...,z,} — {true, false}. We will later need the
useful variant 1IN3SAT and the SUBSETSUM problem:

1IN3SAT SUBSETSUM
Input: S1,...,5, CN, |5 <3 Input: ai,...,an,b €N
Output: Is there a set 7' C N such that ~ Output: Is ) . ;a; = b for some I C
TN S;| =1 for all i? {1,...,n}?

A typical example of a problem in PSPACE is the halting problem for (deterministic)
linearly bounded automata (LBA). Here a LBA M consists of a finite set of states @ including
a starting state gp and a halting state gy, a tape alphabet I' = {0,1,>, <} containing the
input alphabet 3 = {0, 1}, and a transition function

5: (Q\ {gnar}) ¥ T — Q x ' x {L,R}.

A configuration is a triple (q,4,boby...) € Q@ X Z x I'*, and if 6(q,b;) = (¢, ¢, X), then M
transitions as

(q,,l‘—l,...bi,ICbiJrl...) le:L7

=7bz—bzbz ) =
(q [ 1 +1 ) {(q’7i+1,...bi_16bi+1...) if X =R.

On the input string w € 3*, the machine M starts on the starting configuration (qg, 1, >wy . . . w,<)
(here > is at position 0) and repeatedly transitions according to . The end markers >, < may
never be overwritten and the head may not pass over them (e.g. d(¢g,<) = (¢/,<,R) is not
allowed). M halts if it eventually reaches a configuration of the form (gpa,,b).

LBAHALT

Input: A LBA M = (Q,6, q, gnat) and an input w € {0, 1}*
Output: Does M halt on input w?

Ezample 2.2. The following LBA consists of two states qo, ¢1 (plus a halting state), and on
input w :=0...0 (n zeros) will count in binary to 1...1 and then halt:

b | S 0 1 q

qo (¢1,1,L) (qo0,0,R) halt
q1 (QO7 >, R) (Cha 07 L)

Transitions that do not occur (on input w) have been left unspecified for simplicity.
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A complexity upper bound for a decision problem A and a complexity class C is simply an
algorithm solving A and satisfying the resource constraints of C. A lower bound or C-hardness
result for A is a proof that the computation of any problem A’ € C can be reduced to the
problem A. We use the notion of log-space many-one reductions, in symbols A’ <\ A, this
means that there is a map f from inputs of A’ to inputs of A computable in logarithmic
working space, such that = € A" if and only if f(z) € A. For example, SUBSETSUM and
1IN3SAT are NP-complete and LBAHALT is PSPACE-complete.

In the problems IDEALMEMg and ALGMEMg the input consists of encoded polynomials
over K, for example as a string of characters, so the input length is bounded below by the
number of terms, the number of variables occurring and (depending on the encoding) the
coefficients and the (logarithm of the) degree. All our complexity results will hold with
respect to both dense and sparse encodings and binary or unary monomial representation
(with the exception of Theorem 5.2), as long as we make the reasonable assumption that
the field K is well-endowed [3]. Commonly used fields in computer algebra such as number
fields and finite fields are well-endowed. For this reason, we will not elaborate further on the
encoding.

2.3 Brief summary of the ideal world

In this section, we give an overview of the complexity results regarding ideal membership,
representation degree, and Grobner basis degrees. Our upper bounds on ALGMEMg will rely
on refined representation and Grobner basis degree upper bounds presented below. A more
comprehensive discussion of the complexity of ideals can be found in [25].

Theorem 2.3. Let K be a well-endowed field (the lower bounds do not require this).

(i) (Mayr & Mayer [23], Mayr [21]) The problem IDEALMEMg is complete for EXPSPACE.
A representation can be enumerated in exponential working space.

(ii) (Mayr [22]) The problem IDEALMEMg(Homog) is complete for PSPACE. The general
problem is also in PSPACE when bounding the number of variables.

All hardness results already hold for ideals generated by binomials x — xP.

Remark 2.4. Note that this uses the convention that in an enumeration problem we only
consider the working space and not the cells on the output tape. For example, one can
enumerate the binary numbers 0, 1,...,2" — 1 with only about n bits of working memory.
Similarly, here the length of a certificate may be doubly exponential in the input length, this
is unavoidable in the worst case [23].

Regarding representation degree bounds are in general doubly exponential in the number
of variables, which is asymptotically optimal. We also note the special case of complete
intersections for later reference. For a definition of complete intersections see e. g. |6, Exercise
9.4.8] or [18, Definition 3.2.23].

Theorem 2.5. Let g € (f1,.... fs) CKlzy,...,z,], d = max; deg f;, and write g = >"7_, hi f;
with h; € K[z] of minimal representation degree D := max; deg h;.
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(i) (Hermann [12], Mayr & Meyer [23]) D < deg g + (ds)*".

(ii) (Dickenstein, Fitchas, Giusti & Sessa [7]) If fi,..., fs define a complete intersection
tdeal, then D < degg + d°.

Both from a theoretical and computational point of view, effective degree bounds on
Grobner bases are also important. We recall the classical Dubé bound as well as a dimension-
refined version.

Theorem 2.6. Let I C K[zy,...,x,] be an ideal generated by fi,. .., fs of degree d; := deg f;,
di > --- > dg, and consider any monomial order.

(i) (Dubé [8]) The degree of the reduced Grébner basis GB of I, i. e. the largest degree of
an element of GB, is bounded above by

—1

&2 >
deg GB < 2 (51 + d1>

(ii) (Mayr & Ritscher [24]) If dim K|z]/I = r, then the degree is bounded by

1 7 1 a2 &
deg GB<?2 <§(d1 . dnir)2(nfr) + d1> <2 (§d?(n T) + dl) )

These upper bounds are asymptotically sharp.

3 Upper bounds on subalgebra membership

In this section we provide various complexity upper bounds, that is, algorithms for variants of
ALGMEMg which place these problems in PSPACE and EXPSPACE. Our complexity analysis
of the membership problem for a subalgebra A = K[f1,..., fs] C K]z] relies on the following
classical elimination approach using tag variables, attributed to Spear [27, 28].

Let t = {ti,...,ts} be additional variables, and consider an elimination order on K|z, t],
i. e. a monomial order such that x; > t* for all x; and t* € K[t], for example the lexicographical
order <je.

Lemma 3.1 (Shannon & Sweedler [27]). Let f1,..., fs,g € Klz], J = (fi —t1,..., [s — ts),
then

g € K[f1,..., fd] if and only if  p:=nf.(g,J) € K[t].
If this is the case, then g = p(fi,..., fs), interpreting p as a polynomial in tq,. .. ts.

Subalgebra membership can thus be reduced to the task of calculating the normal form of
a polynomial against an ideal in a larger polynomial ring. This approach is well-known, for
example as a fall-back method in the Macaulay?2 [11| package SubalgebraBases [5]. Kiihnle
& Mayr [20] describe an exponential space algorithm for enumerating the normal form of
a polynomial over a well-endowed field. Combining these results gives the first complexity
upper bound:



Theorem 3.2. For any well-endowed field K, ALGMEMg is in EXPSPACE. Moreover a
certificate p € Klty, ..., t5] such that g = p(fi,..., fs) can be output in exponential working
space.

Proof. Given fi,..., fs, g, the algorithm computes the normal form p := nf_(g, J) € K]z, ]
using Kiihnle & Mayr’s algorithm [20]. If there is a nonzero term in p involving some z;,
then g ¢ K[fi,..., fs]. Otherwise, p is a certificate of subalgebra membership by Lemma 3.1,
which can be enumerated to the output tape using single exponential working space.

Note that it might not be possible to fit the normal form in exponential working space
as mentioned in Remark 2.4. Instead one has to enumerate the terms of p, which fit in
exponential working space using and check for occurrences of x; individually. O]

To prove better complexity upper bounds for special classes of polynomials we outline
part of Kiihnle & Mayr’s upper bound constructions on normal forms [20].

Let I C K[zy,...,x,] be an ideal, g € K[z] and < = <x the lexicographic order (for
simplicity). Let GB = GB(I) be the reduced Grébner basis of I, then

degnf_ (g, ) < deg(g) + (deg(GB) +1)"" ! deg(g)".

Let D be an upper bound on the degree of the coefficients h; € K|[z]| in a representation
g—nf.(g,I)=>""_ hif;, for example the Hermann bound from Theorem 2.5, then Kiihnle
& Mayr reduce the normal form calculation into a linear algebra problem of size poly (D).
Using efficient parallel algorithms for matrix rank and the parallel computation hypothesis,
this yields an algorithm in space polylog(D). Using the Dubé bound for deg(GB) and the
Hermann bound for D yields the mentioned exponential space algorithm for normal form
calculation.

In our specialized setting J = (t; — fi,...,ts — fs) we have more refined upper bounds
available regarding representation and Grobner basis degrees. We apply this to the case of a
fixed number of variables n and to the case of a fixed subalgebra A.

Theorem 3.3. For a fized subalgebra A = K|[f1,..., fs] C K|z] over a well-endowed field, the
membership problem is in PSPACE (with respect to the input length of g). In fact, bounding
the number of variables n already implies ALGMEMg (K|z1, ..., z,]) € PSPACE.

Proof. The algorithm is the same as in Theorem 3.2, only the complexity analysis is slightly
more elaborate. Using that normal form calculation with respect to a fixed ideal is possible in
polynomial space, as remarked by Kiihnle & Mayr |20, Section 6], the first assertion follows.

If only the number of variables z1, ..., x, is fixed, then more care has to be taken, as the
computation takes place in the ring Klzy, ..., z,,t1,. .., ts], whose number of variables n + s
still depends on the input length. However, the ideal J = (t; — f1,...,ts — fs) is a complete
intersection of dimension n, hence using Theorem 2.6 its Grobner basis degree is bounded
above by

1o,e o\
deg GB(J) < G =2 (§d23 + d) :

Furthermore, the representation degree of g — nf-(g, J) is bounded above by D = G + d°
by Theorem 2.5. Since n is fixed, we see that D is single exponential in the input length,
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hence polylog(D) is polynomial. This shows that the Meyer & Kiihnle algorithm works in
polynomial space for a bounded number of variables. ]

Corollary 3.4. If g € K[f1,..., fs] C K[z], then there exists a certificate h € K[ty,. .., 14
with g = h(f1,..., fs) of degree

on (n+s)24+1
degh < deg(g) + ((%dsz i d> n 1) deg(g)™**.

Proof. This is the degree bound on the normal form by Kiihnle & Mayr evaluated for the
ideal J (note that the ambient polynomial ring has n + s variables). O

Remark 3.5. This degree can probably be improved by studying the derivation of the normal
form degree bounds in this particular situation. We suspect that a “nicer” upper bound akin
to the Hermann bound (Theorem 2.5) should hold.

Of great interest is the case of subalgebras generated by homogeneous polynomials. In
this case, A is graded compatibly with the standard grading of the ambient ring.

Theorem 3.6. For any well-endowed field K, ALGMEMg(Homog) is in PSPACE.

Proof. As a consequence of the grading, we see that a certificate of lowest degree (if it exists)
has degree at most deg g. Thus either degnf_(h,J) > degd, in which case g ¢ K|[f1,..., f4],
or degnf_(h,J) < degd and g € K[f1,..., f5] if and only if nf_(h, J) € K|t]. This leads to a
variation of the algorithm of Theorem 3.2 except we only attempt to compute the normal
form up to degree degg. The complexity analysis is analogous to Theorem 3.3, noting that
here a representation degree bound is D = deg g + d°. O]

Remark 3.7. Degree bounds on certificates for elimination problems have been studied before,
for example by Galligo & Jelonek [10]. Their results are not necessarily applicable here, as
our ideal J has dimension n in a ring of n + s variables, while the results of Galligo & Jelonek
only apply to intersections of an ideal with Kz, ..., xz,] if the ideal has dimension at least
n+ 1.

4 Lower bounds for homogeneous subalgebras

In this section, we prove a matching lower bound for the homogeneous subalgebra membership
problem, similar to the construction for homogeneous ideals. We will describe a combinatorial
problem we call controlled monomial replacement systems (CMRS), which is PSPACE-hard,
and which we can embed into the homogeneous subalgebra membership problem. The
hardness results for IDEALMEMf and IDEALMEM x (Homog) were constructed by embedding
the word problem for commutative semigroups resp. its homogeneous variant into binomial
ideals |23, 22|. Our construction is similar but a bit trickier since the embedding of CMRS
into subalgebras is less natural.



Consider a set of variables z = C U P partitioned into Padding variables and Control
variables, C # ). Given a set of binomial replacement rules R = {x% — x%}I_, we define an

equivalence relation =% on the set of monomials Mon(z) generated by
21 =g 272P t* — 27 € R, 27 € Mon(P). (1)

The application of a single rule R € R “from left to right” will be indicated by m = m'.
The application in the other direction is m’ =~ m, which we call a reverse step (assuming
RN—-R =0).

We call a polynomial f controlled with respect to a partition C = C; U...UC,, if f is
homogeneous of degree one in each C;. This means that each monomial in f contains exactly
one variable from each C;, and otherwise only padding variables.

CMRS, CMRS(Homog)

Input:  Variablesz =C,U...UC,, UP,
(homogeneous) controlled replacement rules R = {x% — z5}7_, |
controlled monomials x, z° € Mon(z)

Output: Is 2* = 277

In |22, Theorem 17| Mayr describes how to simulate linearly bounded automata (LBAHALT)
using homogeneous commutative semigroups/ideals, proving PSPACE-hardness of this and
hence the homogeneous ideal membership problem. A similar idea applies to CMRS(Homog):
We encode a configuration (q,,bp . ..bn41) as the monomial qh;xgp, 21, - - “Tptip,,,- Lhe
state ¢ and head position h; are the control variables C = C; U Cy, while the remaining z;
are padding variables.

Lemma 4.1. The problems CMRS, CMRS(Homog) are PSPACE-hard, even when the
replacement rules have degree < 3.

Proof. We describe a reduction LBAHALT <t CMRS(Homog), proving hardness. Given a
LBA M as in Section 2.2 with states @ = {qo, q1, - - - , Gs, Gnat } and transition function 4, and
an input word w € {0, 1}* of length n. Construct the following set of control and padding
variables

Ci=Q, Cy={ho,....;hp11}, P={zp|0<i<n+1 bel={01r4}}.

We call a monomial of the form gh;xopx1p, - - - Tyny1,4 correctly formed. Using the transition
function ¢, we build the replacement rules R of two kinds:

(1) For each transition d(q,b) = (¢/,c,L) add the rules gh;x;p — ¢'hi—12;. for all i =
0,...,n+ 1. For a right movement §(q,b) = (¢, ¢, R) similarly add gh;z;, — ¢'hiy12;. -

(2) Add transitions guaihiip — Gnahi®io and gnach; — gnaihy for all i =0,...,n+ 1 and
bel.



These are homogeneous replacement rules controlled with respect to C; and Cy, and rules of
the first kind preserve correctly formed monomials. Let m,, = qoh1TopZ1w, *** Tnw, Tnti«
and Mend = @narth1Zo0 -+ - Tny1,0- Then the logspace-computable reduction function is

(M,’LU) = (Cl UCZ UP>R>mw>mend)'

If M halts on w via a sequence of transitions, then applying the same sequence of rules
of the first kind to the monomials we have m.,, =g qnachiTop, - - Tn+1,p,,, for some i and
bo,...,byy1 € I'. Applying the rules of the second kind we can clean up the final configuration
by replacing all symbols by 0 and moving to position 1, so m,, =r Mend-

Conversely, assume that given (M, w) we have m,, =g Mepng, we need to show that M
eventually reaches ¢n.;. Denote the sequence of monomials and applied replacement rules as

_+R;

My = my =+ .

.- EiRl m; = Mend, Rl,...,Rl ER, (2)
and assume that [ is as small as possible. Let e be the smallest index such that m,. involves
(halt- SINCE Ghale 1 My DU Guare | Mena, We see that Ry, ..., R, must be of the first kind and
hence my, ..., m, are correctly formed. Once we argue that none of the replacements is a
reverse step m;_1 = % m;, the sequence (2) translates into a valid sequence of configurations
and transitions of the LBA M.

So assume that the i-th replacement is a reverse step, and assume that ¢ < e is maximal
with this property. The replacement R, must be a forward step by choice of e, hence i < e
and we have

—R;

— —R;
m;—1 = m; =t M.

In particular m; =% m,_;, but since the transition function ¢ is deterministic (i.e. the

transition relation is right-unique), we have m;_; = m; 1, contradicting minimality of [, the
total length (2). O

!/

The key idea for reducing CMRS to subalgebra membership is the following: If m =% m/,
then m —m’ = R - 27 € K[P UR], and using the control property one can reverse this
procedure. The precise statement is the following lemma, similar to [23, Lemma 1 & 2].

Lemma 4.2. Given a controlled monomial replacement system (x =C; U...UC,, UP, R)
and controlled monomials z,x° € Mon(x) as in the definition of CMRS. The following are
equivalent:

(a) ¢ =g 27;
(b) 2% —2° € ZIPUR] C Z[x);
(c) 2% —2° e K|[PUR] C Klz].

Proof. The implications (a)=(b)=(c) are straightforward. For the implication (c)=(a)
let P = {x1,...,2%}, R ={Ry,...,R.} and let p = p(t1,...,ts,t1,...,1,) be a certificate
for membership g == 2% — 2/ € K[P UR], that is, g = p(z1,..., 7%, R1,..., R.). Since
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2® —2” Ry,..., R, are controlled polynomials, setting the variables in C to zero yields the
identity
0=g(z,...,2,0,...,0) = p(xq,...,24,0,...,0).

Hence every term in p involves at least one #;, so g is a linear combination of multiples
of elements from R, in other words g € (R). This allows us to apply the aforementioned
analogous result for ideals [23, Lemma 2|, which says that 2% =g 2 disregarding control
variables (so 27 € Mon(z) in Equation (1)). On the other hand, since z* contains exactly one
variable from each C; and the same is true for all rules R, no control variable can be used in
xY anyway, hence * =¢ 2” in the controlled sense too. O

Combining these two results gives the lower bound on the complexity of ALGMEM.

Theorem 4.3. The map
(z=CU...UP,R,2%2%) = ({fi}i=PUR,g=21"— 2"

provides reductions CMRS <t ALcMEMg and CMRS(Homog) <\ ALGMEMg(Homog). In
particular, over any field ALGMEMg(Homog) is PSPACE-hard, even when restricting the
algebra generators to single variables and binomial of degree < 3.

Remark 4.4. Tt remains to prove a matching exponential space complexity lower bound for the
general subalgebra membership problem. In the ideal case, the construction for commutative
semigroups in [23] uses a reduction from exponentially bounded counter machines, and relies
crucially on the construction monomials of size 22" using O(k) replacement rules. In future
work, it might be possible to translate this construction into (a variant of) CMRS, and we
conjecture that indeed ALGMEM is EXPSPACE-complete.

The construction of this section has an interesting consequence outside of computational
complexity theory.

Theorem 4.5. There exist a subalgebra A = K[f1,..., fsn] C Klz1, ..., 23,43] generated by
single variables and homogeneous binomials of degree < 3, and a binomial g of degree n + 2
with the following property: g € A, but every polynomial p € K[t] with g = p(f1,---, fsn) has
at least 2" terms.

Proof. We will use the binary-counting LBA from Example 2.2. Using the reduction to
CMRS(Homog) and Lemma 4.2 we obtain a binary-counting subalgebra. Removing redundant
transitions (for example, we don’t actually need >, < since the head position variable knows
the current position), one obtains a subalgebra with the desired properties:

C={q,q1} U{ho,. . hn}, P={x10,11,--sTno,Tn1l}s
R = {qhirio — qhisiz;1 |1 <i<n}
U{q@hiri1 — qhitizio |1 <i<n-—1}
U{qhizio — qrhicizio | 1 <i<n}
U{qho — qoh1},
A =K|[f1,..., fsn] = K[PUR],

g = QOh19€1,o © Tpo — QOhn9€1,o ©Tn—1,0Tn,1-
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Then g € A by construction, since the binary counter will go from (gg,1,0...0<) to
(qo, 1,>1...1<) and then walk to the right, erasing the 1’s until it reaches the configuration
(qo,n,>0...01<). On the way it writes every number 0, ...,2" ! on the tape, taking at least
2 steps each time, for a total of > 2"*! steps. By Lemma 4.2 any certificate for g € A must
essentially contain this derivation, hence has at least 2"*! terms. O]

An implementation of the homogeneous binary-counting subalgebra in Macaulay2 can be
found at mathrepo.mis.mpg.de/Complexity0fSubalgebras.

5 Monomial subalgebras and SAGBI bases

In this final section, we consider the complexity of monomial algebra membership and consider
some questions related to SAGBI bases. Monomial subalgebras A are N"-graded in the sense
that

A= @ Kz C Kz].

aeN™

z*eA
This has the useful consequence that a polynomial ) c,z® is in A if and only if every
monomial z% ¢, # 0, is in A. Furthermore, monomial algebras are related to linear

programming and linear Diophantine equations |26, Remark 1.9], as

2’ € Kfz™,..  2*] <= 3JceN°'st = Zciozs. (3)

i=1

Theorem 5.1. For any K the problem ALGMEMy(Mon) is NP-complete. This is true even
when restricting to square-free monomials.

Proof. For NP membership one immediately reduces to the case where the polynomial to
test f is a monomial due to the N"-grading. In Equation (3) we have ¢; < max; §3;, so the bit
length of ¢; is bounded by the bit length of 3. Hence non-deterministically guessing c yields
a NP-algorithm.

For NP-hardness one can reduce from the NP-complete problem 1IN3SAT (Section 2.2).
Indeed, given sets S1,...,5, € {1,...,s}, then let ay,...,as € {0,1}" be the integer vectors
with (o;); =1 when ¢ € S;. Set §=(1,...,1) € N*. Then Equation (3) encodes exactly the
subset sum problem, a solution corresponding to T'= {i | ¢; = 1 }. In this construction all
monomials 2%, 2° are square-free. O

We see that ALGMEM g (Mon) is NP-complete even for polynomials of bounded degree.
The same is true if we instead bound the number of variables — if the exponents are encoded
in binary.

Theorem 5.2. The problem ALGMEMg(Mon(z1,...,x,)) for fixed n > 1 is NP-complete
for binary exponent encoding and in TCY with unary encoding.

Here TCY C P is a low uniform circuit complexity class.
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Proof. Encoding the exponents as binary, the unary case n = 1 is a direct translation of the
SUBSETSUM problem, which is NP-hard. On the other hand, if the monomials are encoded
in unary, then a generating-function approach as in [15] provides a family of circuits in TC°
deciding ALGMEMg (Mon(zy, ..., x,)). Alternatively one can apply (a variant of) Courcelle’s
theorem [9] to obtain TC%membership. O

Remark 5.3. The NP-hardness results from Theorem 5.1 and 5.2 are in stark contrast to the
analogous results for monomial ideals: Monomial ideal membership is computationally trivial,
as 27 € (™, ... %) if and only if component-wise 8 > «; for some i.

5.1 Some remarks on SAGBI bases

We return to a general subalgebra A = K[f1,..., f;] € K[z] equipped with a monomial
order <. In Section 2.1 we defined the concept of SAGBI bases S C A as subsets with
K[{in< f | f € S}] = ingx A. SAGBI stands for “Subalgebra Analog to Grobner Bases for
Ideals” [26] and they are used in practice for deciding subalgebra membership [5]. Much of
the theory of Grobner bases is paralleled for SAGBI bases, such as the subduction algorithm
deciding subalgebra membership, reminiscent of the division algorithm for Grébner bases [19,
Section 6.6].

The previous results in this section provide a modest complexity lower bound of deciding
subalgebra membership in the presence of SAGBI bases. The author is not aware of an
analogous result for ideal membership given a Grobner basis.

Corollary 5.4. The problem ALGMEM[ is NP-hard, even if the input polynomials fi, ..., fs
form a finite SAGBI basis of K[f1,..., fs].

Proof. Subalgebras generated by a finite set .S of monomials have S as a SAGBI basis. Hence
Theorem 5.1 provides the NP lower bound. [

A major difference is that not every finitely generated subalgebra has a finite SAGBI
basis.

Ezample 5.5. The subalgebra K[z, x 29 — 3, 1173] C K[z}, 5] has the non-finitely generated
initial algebra K[{ z 2% | kK > 0}] for any monomial order with x; = x5 |26, Example 4.11].

We therefore propose the study of the following two decision problems related to the
initial algebra.

SAGBIFINITEK(C), SAGBIFINITE INALGMEM (C), INALGMEMg
Input:  fi,..., fs € C (or K[z]) Input:  fi,..., fs € C (or K[z]),
Output: Does K[f1,..., fs] have a finite z®* € Mon(z)

SAGBI basis? Output: Is z* € inc K[fy,..., f]?

Robbiano & Sweedler showed that an algorithm somewhat analogous to Buchberger’s
algorithm for Grébner bases can be used to enumerate a SAGBI basis, which will terminate
if (and only if) A has a finite SAGBI basis. A procedure that returns yes if the output is

13



yes, but never terminates if the output is no, is called a semi-algorithm, and a problem is
semi-decidable or recursively enumerable if there is a semi-algorithm “solving” it.

Theorem 5.6 (Robbiano & Sweedler [26]). INALGMEMg and SAGBIFINITEK are semi-
decidable (over a computable field).

We are not aware of any general better complexity bounds, or even just if these problems
are computable at all (though a negative answer would be quite surprising). Future work
will provide a more detailed study of the structure and complexity of (infinitely generated)
initial algebras.
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