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#### Abstract

A set of $2 n$ points in $\mathbb{P}^{n-1}$ is self-dual if it is invariant under the Gale transform. Motivated by Mukai's work on canonical curves, Petrakiev showed that a general self-dual set of 14 points in $\mathbb{P}^{6}$ arises as the intersection of the Grassmannian $\operatorname{Gr}(2,6)$ in its Plücker embedding in $\mathbb{P}^{14}$ with a linear space of dimension 6 . In this paper we focus on the inverse problem of recovering such a linear space associated to a general self-dual set of points. We use numerical homotopy continuation to approach the problem and implement an algorithm in Julia to solve it. Along the way we also implement the forward problem of slicing Grassmannians and use it to experimentally study the real solutions to this problem.


## 1 Introduction

In 1988 Mukai proved that the intersection of the Grassmannian $\operatorname{Gr}(2,6)$ in its Plücker embedding in $\mathbb{P}^{14}$ with a general linear space of dimension 7 is a general curve of genus 8 in its canonical embedding [Muk88; Muk92]. This is part of his more general structure results concerning canonical curves and K3 surfaces: Mukai established that the general K3 surface of genus $g \leq 10$ is a linear section of what is now called the Mukai Grassmannians $X_{g}$. In the case of genus $g=8$ the Mukai Grassmannian is the classical Grassmannian $X_{8}=\operatorname{Gr}(2,6)$ in its Plücker embedding. Prime Fano 3 -folds, K3 surfaces, canonical curves and self-dual point configurations arise as the intersection of $\operatorname{Gr}(2,6)$ with a linear subspace of $\mathbb{P}^{14}$ of dimension $9,8,7$ and 6 , respectively. The Mukai lifting problem, introduced in $[$ Gei +23 , Section 4] as a "formidable challenge", concerns the inverse task, that is, it deals with recovering a linear section of the Grassmannian that produces a given variety.

In 2009 Petrakiev showed that a general self-dual point configuration of 14 points in $\mathbb{P}^{6}$ arises as the intersection of $\operatorname{Gr}(2,6)$ with a linear space of dimension 6 in $\mathbb{P}^{14}$ [Pet09, Thm. 3.3, Theorem 2.11 below]. Our paper presents an algorithm that solves the corresponding lifting problem.

Problem 1.1. Given such a set $\Gamma \subseteq \mathbb{P}^{6}$, find a linear embedding $L: \mathbb{P}^{6} \xrightarrow{\sim} \mathbb{L} \subseteq \mathbb{P}^{14}$ such that

$$
\begin{equation*}
L(\Gamma)=\mathbb{L} \cap \operatorname{Gr}(2,6) . \tag{1}
\end{equation*}
$$

The existence of a solution is guaranteed by the result of Petrakiev. However, the proof is not constructive. Obtaining a linear section is a challenging problem that involves hard polynomial systems which have not been successfully solved before. Our implementation relies on numerical homotopy continuation to solve equations, as well as exploiting the toric degeneration of the Grassmannian $\operatorname{Gr}(2,6)$. A similar approach is followed in a more general setting in [BSW23], but we avoid to use the defining ideal of the Grassmannian. Instead we directly degenerate its coordinate ring by using a finite Sagbi basis. Such a basis is the analogue of Gröbner bases for subalgebras of polynomial rings.

[^0]The name self-dual stems from the defining property of these configurations being invariant under the Gale transform. This transform is an involution that takes a tuple $\Gamma$ of $m$ points in $\mathbb{P}^{n-1}$ into a tuple $\Gamma^{\prime}$ of $m$ points in $\mathbb{P}^{m-(n-1)}$, defined up to projective linear transformations. The Gale transform was first studied in the general case of $m$ points in $\mathbb{P}^{n-1}$ by Coble [Cob22], while some specific cases of self-dual points have been studied earlier. A first example is Pascal's Theorem stating that the vertices of two triangles circumscribed to the same conics lie on another conic. Hesse gave a similar result for 8 points in 3 -space. The transform is named after David Gale, who used it in his studies on convex polyhedra, we refer to [EP00] for a more detailed history of the Gale transform. Applications of Gale transforms are present in coding theory, where the Gale transform of a linear code gives the parity-check matrix, and in solving polynomial systems, where upper bounds for the number of solutions are given by studying the Gale dual system, see [Sot11, Chapter 6]. Some more recent results involving Gale duality can be found in [Arz18; BS08; Cam+18].

In this work we turn abstract and classical algebraic geometry into practice using state-of-the-art numerical tools. It is a first step towards solving more challenging lifting problems, for example lifting canonical curves. Our main contribution, other than the algorithmic implementation, regards new normal forms for self-dual points and the parameterization of their moduli space. We also experimentally study the real geometry of the slicing problem.

The paper is organized as follows. In Section 2 we give equivalent characterizations for self-dual points and briefly introduce the moduli spaces of point configurations and the Gale transform. We discuss normal forms of self-dual points and how to parametrize them generically. We finally recall Mukai's results and collect known descriptions of the moduli space of self-dual points $\mathcal{A}_{n}$ for small $n$. In Section 3 we introduce the homotopy continuation method and use it to compute the points of in given linear section of the Grassmannian $\operatorname{Gr}(2,6)$, exploiting its Gröbner degeneration. We also experimentally analyze how many real solutions there exist. In Section 4 we finally describe a set of polynomial equations representing the Mukai lifting problem and solve them for a general configuration of points using Homotopy Continuation. Section 5 describes the implementation of our algorithm as well as an extended example and performance results. The full code is implemented in the programming language Julia [Bez+12] version 1.9.3 and it is available at the MathRepo page

> https://mathrepo.mis.mpg.de/MukaiLiftP6

## 2 A primer of self-dual points

In this Section we give an elementary introduction to the theory of self-dual points. Our main goal is to define the moduli space $\mathcal{A}_{n}$ of self-dual points in $\mathbb{P}^{n}$ and give parametrizations thereof. Our main contribution is the skew normal form of a sufficiently general set of self-dual points, which, together with the orthogonal normal form, give two useful normal forms when working with self-dual points. While the treatment is non self-contained, all details relevant for our algorithmic considerations are given.

### 2.1 Self-dual point configurations

We consider an algebraically closed field $\mathbb{K}$ of any characteristic, in the later sections we will specialize to $\mathbb{K}=\mathbb{C}$. Let $S=\mathbb{K}\left[X_{1}, \ldots, X_{n}\right]$ be the homogeneous coordinate ring of $\mathbb{P}^{n-1}=\mathbb{P}\left(\mathbb{K}^{n}\right)$ and given a set $X \subseteq \mathbb{P}^{n-1}$ let $I(X)$ be its homogeneous ideal. Recall that a set of points $\Gamma \subseteq \mathbb{P}^{n-1}$ is (linearly) non-degenerate if they are not contained in a hyperplane, namely, $I(\Gamma)_{1}=0$. A set of points is linearly general if any subset of at most $n$ points is linearly independent. Let $\operatorname{Diag}(n) \subseteq \operatorname{GL}(n)$
be the set of invertible diagonal matrices and let $\Gamma \subseteq \mathbb{P}\left(\mathbb{K}^{n}\right)$ be a non-degenerate ordered set of $2 n$ distinct points, represented by the columns of a $n \times 2 n$ matrix.

Lemma 2.1. The following are equivalent for $\Gamma$ :
(i) All subsets of $2 n-1$ points impose the same number of conditions on quadrics as $\Gamma$, in symbols $I(\Gamma)_{2}=I(\Gamma \backslash\{\gamma\})_{2}$ for all $\gamma \in \Gamma$;
(ii) There exists an invertible diagonal matrix $\Lambda \in \operatorname{Diag}(2 n)$ such that $\Gamma \cdot \Lambda \cdot \Gamma^{\top}=\mathbf{0}$;
(iii) There exists a partition $\Gamma=\Gamma_{1} \dot{\cup} \Gamma_{2}$ and a non-degenerate symmetric bilinear form $Q \in \operatorname{Sym}(n)$ such that both $\Gamma_{i}$ are orthogonal bases with respect to $Q$, i. e. $\Gamma_{i}^{\top} \cdot Q \cdot \Gamma_{i} \in \operatorname{Diag}(n)$.

If $\Gamma$ is linearly general, these are equivalent to
(iii') For any partition $\Gamma=\Gamma_{1} \dot{\cup} \Gamma_{2}$ into $n+n$ points there is a non-degenerate bilinear form $Q \in \operatorname{Sym}(n)$ such that both $\Gamma_{i}$ are orthogonal bases with respect to $Q$.

Proof. (ii) $\Rightarrow$ (i) Let $A=\left\{\alpha \in \mathbb{N}^{n}| | \alpha \mid=2\right\}$, for a point $z \in \mathbb{P}\left(\mathbb{K}^{n}\right)$ define $z^{A}:=\left(z^{\alpha}\right)_{\alpha \in A}$ as the row vector of monomials $X^{\alpha}$ evaluated in $z$. Then the linear map $E: \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]_{2} \rightarrow \mathbb{K}^{2 n}$ given by evaluation of quadrics in $\Gamma$ is represented by

$$
E=\left[\left(\gamma_{i}\right)^{\alpha}\right]_{1 \leq i \leq 2 n,|\alpha|=2}=\left[\begin{array}{c}
-\left(\gamma_{1}\right)^{A}- \\
\vdots \\
-\left(\gamma_{2 n}\right)^{A}-
\end{array}\right], \quad \Gamma=\left[\gamma_{1}|\ldots| \gamma_{2 n}\right] .
$$

Its kernel $\operatorname{Ker} E \subseteq \mathbb{K}\left[X_{1}, \ldots, X_{n}\right]_{2}$ consists of quadrics passing through $\Gamma$. We need to show that the rank of $M$ does not change when deleting any of the $2 n$ rows from $M$. For a point $\gamma$, the vector $\gamma^{A}$ consists of the upper half of the matrix $\gamma \cdot \gamma^{\top}$, and by (ii) we have $\sum_{i} \Lambda_{i i} \gamma_{1} \gamma_{1}^{\top}=\mathbf{0}$. By assumption all $\Lambda_{i i}$ are nonzero, so any row of $M$ is a linear combination of the other rows, proving the rank condition.
$(\mathrm{i}) \Rightarrow($ ii $)$ Reversing the argument, by (i) every $\gamma_{j} \gamma_{j}^{\top}$ is a linear combination

$$
\gamma_{j} \gamma_{j}^{\top}=\sum_{i \neq j} \beta_{i}^{(j)} \gamma_{i} \gamma_{i}^{\top} .
$$

Thus the system of equations $\Gamma \Lambda \Gamma^{\top}=\mathbf{0}$, linear in diagonal matrices $\Lambda$, has solutions $\operatorname{diag}\left(\beta^{(j)}\right)$ with $\beta_{j}^{(j)}=-1 \neq 0$. Since $\mathbb{K}$ is infinite, there exists a solution with all entries nonzero.
(ii) $\Rightarrow$ (iii): After rescaling the columns by $\gamma_{i} \mapsto 1 / \sqrt{\Lambda_{i i}} \gamma_{i}$ we may assume that $\Lambda=I_{2 n}$. After reordering the columns we may assume that $\Gamma=\left[\Gamma_{1} \mid \Gamma_{2}\right]$ where $\Gamma_{1}$ is invertible. Consider the non-degenerate symmetric matrix $Q:=\Gamma_{1}^{-\top} \Gamma_{1}^{-1}$, then using

$$
\mathbf{0}=\Gamma \Gamma^{\top}=\Gamma_{1} \Gamma_{1}^{\top}+\Gamma_{2} \Gamma_{2}^{\top}
$$

we see that $\Gamma_{2}$ is also invertible and $Q=-\Gamma_{2}^{-\top} \Gamma_{2}^{-1}$, and hence $\Gamma_{i}^{\top} Q \Gamma_{i}= \pm I_{n}$.
(iii) $\Rightarrow$ (ii): This argument is reversible after rescaling $\Gamma$ to match $\Gamma_{i}^{\top} Q \Gamma_{i}= \pm I_{n}$.
(ii) $\Leftrightarrow($ iii'): The same argument clearly applies to any partition if $\Gamma$ is linearly general.

Definition 2.2. A set of $2 n$ points in $\mathbb{P}^{n-1}$ is self-dual or self-associated if it satisfies any of the equivalent conditions (i),(ii),(iii) from the previous lemma.

The name "self-dual" is related to the Gale transform on the space of point-configurations, which we will introduce in the next section. Its fixed points are exactly self-dual point configurations. A deeper characterization of self-dual points related to the Gorenstein property of $S / I(\Gamma)$ is given by Eisenbud and Popescu [EP00]. A finite-dimensional $\mathbb{K}$-algebra $A$ is Gorenstein if it is injective as a module over itself. An equivalent characterization is the existence of a $\mathbb{K}$-linear map $e: A \rightarrow \mathbb{K}$ such that $(f, g) \mapsto e(f g)$ is a perfect pairing. A standard graded $\mathbb{K}$-algebra $S_{X}$ of Krull dimension $n$ is Gorenstein if there is a regular sequence $\ell_{1}, \ldots, \ell_{n} \in\left(S_{X}\right)_{1}$ such that $S_{X} /\left\langle\ell_{1}, \ldots, \ell_{n}\right\rangle$ is Gorenstein.
Theorem 2.3 ([EP00, Theorem 7.1 \& 7.3]). For a non-degenerate set of $2 n$ points $\Gamma \subseteq \mathbb{P}^{n-1}$ the following are equivalent:
(i) $\Gamma$ is self-dual and fails by 1 to impose independent conditions on quadrics;
(ii) every subset of $2 n-1$ points imposes independent conditions on quadrics, but $\Gamma$ does not impose independent conditions;
(iii) $\Gamma$ is arithmetically Gorenstein, i. e. the graded ring $S_{\Gamma}=S / I(\Gamma)$ is Gorenstein.

### 2.2 The space of point configurations

Following [MFK94, Chapter 3] or [DO88, Chapter II], the moduli space $\mathcal{P}_{n}^{m}$ of ordered sets of $m$ points in $\mathbb{P}^{n}$ can be constructed as a GIT quotient as follows:

- The product $\left(\mathbb{P}^{n}\right)^{m}$ admits group actions of $G=\mathrm{SL}(n+1)$ and $\mathfrak{S}_{m}$ via

$$
g \cdot\left(x_{1}, \ldots, x_{m}\right)=\left(g x_{1}, \ldots, g x_{m}\right), \quad \sigma \cdot\left(x_{1}, \ldots, x_{m}\right)=\left(x_{\sigma^{-1}(1)}, \ldots, x_{\sigma^{-1}(m)}\right)
$$

- Consider the very ample line bundle on $\left(\mathbb{P}^{n}\right)^{m}$

$$
\mathcal{L}:=\mathcal{O}_{\left(\mathbb{P}^{n}\right)^{m}}(1, \ldots, 1)=\bigotimes_{i=1}^{m} \pi_{i}^{*} \mathcal{O}_{\mathbb{P}^{n}}(1)
$$

This enables us to embed $\left(\mathbb{P}^{n}\right)^{m}$ as a projective variety in $\mathbb{P}^{(n+1)^{m}-1}$ with homogeneous coordinate ring $\bigoplus_{k \geq 0} H^{0}\left(\left(\mathbb{P}^{n}\right)^{m}, \mathcal{L}^{\otimes k}\right)$. The bundle $\mathcal{L}$ linearizes with respect to the action of $\mathrm{SL}(n+1)$ in the sense of [MFK94].

- With respect to this linearized action, a tuple $Z \in\left(\mathbb{P}^{n}\right)^{m}$ is semi-stable if and only if

$$
\operatorname{dim} \operatorname{Span}_{\mathbb{P}^{n}}(Y)+1 \geq \frac{(n+1) \cdot \# Y}{m} \quad \text { for all } Y \subseteq Z
$$

The tuple $Z$ is stable if and only if this inequality is always strict [DO88, Chapter II Thm. 1].

- Consider the graded ring of invariants $R_{n}^{m}:=\bigoplus_{k \geq 0} H^{0}\left(\left(\mathbb{P}^{n}\right)^{m}, \mathcal{L}^{\otimes k}\right)^{G}$, then

$$
\mathcal{P}_{n}^{m}:=\operatorname{Proj} R_{n}^{m}=\left(\left(\mathbb{P}^{n}\right)^{m}\right)^{\mathrm{ss}} / / \mathcal{L} G
$$

The moduli space of ordered point configurations $\mathcal{P}_{n}^{m}$ is a natural domain for the Gale transformation, which we now introduce (compare to Lemma 2.1(ii), a reference is [DO88, Chapter III]).

Definition 2.4. The Gale transform of $\Gamma \in \mathcal{P}_{n}^{m}$ is given by any ordered set $G(\Gamma) \in \mathcal{P}_{m-n-2}^{m}$ of $m$ points in $\mathbb{P}^{m-n-2}$, represented by a matrix of size $(n+1) \times m$ such that there exists an invertible diagonal matrix $\Lambda \in \operatorname{Diag}(m)$ verifying

$$
\begin{equation*}
\Gamma \cdot \Lambda \cdot G(\Gamma)^{\top}=0 \tag{2}
\end{equation*}
$$

In other words, the Gale transform is the map between moduli spaces of ordered set of points

$$
G: \mathcal{P}_{n}^{m} \longrightarrow \mathcal{P}_{m-n-2}^{m}, \quad \Gamma \longmapsto G(\Gamma) .
$$

The Gale transform of $\Gamma$ is given by the transpose of a kernel matrix of $\Gamma$. Defining the moduli space $\mathcal{P}_{n}^{m}$ as above makes this construction well-defined for any semi-stable configuration. Assuming that $\Gamma=\left[I_{n+1} \mid A\right]$ and taking the diagonal matrix $\Lambda$ in the definition as $I_{m} \oplus-I_{m}$, it follows that the Gale transform of $\Gamma$ is given by the configuration $G(\Gamma) \in \mathcal{P}_{m-n-2}^{m}$ represented by the columns of the matrix $\left[A^{\top} \mid I_{m-(n+1)}\right]$.
Proposition 2.5. $\Gamma \in \mathcal{P}_{n-1}^{2 n}$ is self-dual if and only if it is fixed under the Gale transform.
Proof. Inspecting Equation (2), we see that $\Gamma=G(\Gamma)$ in $\mathcal{P}_{n-1}^{2 n}$ is a reformulation to condition (ii) of Lemma 2.1.

The characterization using the Gale transform finally leads to the definition of the moduli space of self-dual points.
Definition 2.6. The moduli space of un-ordered self-dual point configurations in $\mathbb{P}^{n}$ is the fixed locus of the Gale transform $G$ on $\mathcal{P}_{n}^{2 n+2} / \mathfrak{S}_{2 n+2}$. It will be denoted by $\mathcal{A}_{n}$.

### 2.3 Normal forms for self-dual points

We consider the problem of parametrizing the space of self-dual points by means of suitable normal forms. Lemma 2.1(iii) suggests a normal form using orthogonal matrices over $\mathbb{K}$

$$
\mathrm{SO}(n):=\left\{P \in \mathrm{SL}(n) \mid P \cdot P^{\top}=I_{n}\right\}
$$

Theorem 2.7 (Orthogonal normal form). Let $\Gamma=\left[\gamma_{1}, \ldots, \gamma_{2 n}\right] \subseteq \mathbb{P}\left(\mathbb{K}^{n}\right)$ be an ordered set of $2 n$ points with $\gamma_{1}, \ldots, \gamma_{n}$ linearly independent. Then the following hold:
(i) $\Gamma$ is self-dual if and only if there exists a matrix $A \in \operatorname{PGL}(n)$ such that, after rescaling the columns of $\Gamma$, we have $A \cdot \Gamma=\left[I_{n} \mid P\right]$ for some $P \in \operatorname{SO}(n, \mathbb{K})$.
(ii) Moreover, the orthogonal matrix $P$ is unique up to multiplying the columns with $\varepsilon \in\{ \pm 1\}^{n}$ such that $\prod_{i} \varepsilon_{i}=1$.

Proof. (i) If $A \cdot \Gamma=\left[I_{n} \mid P\right]$, then $\Gamma$ is self-dual by Lemma 2.1(iii), for the converse we provide a construction of $A$ and $P$. By Lemma 2.1(ii) there exists an invertible diagonal matrix $\Lambda=$ $\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{2 n}\right)$ such that $\Gamma \cdot \Lambda \cdot \Gamma^{\top}=0$. Rescaling the columns, i. e. multiplying $\Gamma$ on the right with $\operatorname{diag}\left(\sqrt{\lambda_{1}}, \ldots, \sqrt{\lambda_{n}}, \sqrt{-\lambda_{n+1}}, \cdots, \sqrt{-\lambda_{2 n}}\right)$, we can assume that $\Lambda=I_{n} \oplus-I_{n}$. Since the first $n$ points of $\Gamma=\left[\Gamma_{1} \mid \Gamma_{2}\right]$ are linearly independent, the matrix $A:=\Gamma_{1}$ is invertible and $A^{-1} \cdot \Gamma=\left[I_{n} \mid P\right]$ is self-dual with respect the same diagonal matrix as $\Gamma$. Then

$$
\left[\begin{array}{ll}
I_{n} & P
\end{array}\right] \cdot\left[\begin{array}{ll}
I_{n} & \\
& -I_{n}
\end{array}\right] \cdot\left[\begin{array}{l}
I_{n} \\
P^{\top}
\end{array}\right]=I_{n}-P \cdot P^{\top}=0
$$

which shows that $P$ is an orthogonal matrix. If $P$ has determinant -1 , we can rescale the last column of $\Gamma$ and $P$ to obtain a special orthogonal matrix.
(ii) The orthogonal matrix $P$ only depends on the choice of the square root of unity in the rescaling with $\sqrt{ \pm \lambda_{i}}$, unique up to sign.

Corollary 2.8. Assume that $\operatorname{char}(\mathbb{K}) \neq 2$, we have a surjective morphism $\mathrm{SO}(n) \rightarrow \mathcal{A}_{n-1}$ generically finite of degree $2^{n-1}(2 n)$ !.
Proof. The orthogonal normal form $P \mapsto\left[I_{n} \mid P\right]$ is surjective by the previous theorem and the characterization of semi-stable points. This normal form of an ordered set of self-dual points is unique up to the $2^{n-1}$ ways of multiplying the columns of $P \in \operatorname{SO}(n)$ with $\pm 1$ (here we use $-1 \neq 1$ ). Moreover, for a general $\Gamma$, all its permutations by $\sigma \in \mathfrak{S}_{2 n}$ have distinct normal forms, hence the rational map $\mathrm{SO}(n) \rightarrow \mathcal{A}_{n-1}$ is generically finite of degree $2^{n-1}(2 n)$ !.

A parametrization of $\mathcal{A}_{n-1}$ more suitable for computation relies on the parametrization of the orthogonal group via the Cayley transform. Let $U \subseteq \mathbb{K}^{n \times n}$ be the set of matrices $A$ with $I_{n}+A$ invertible, then the Cayley transform is the self-inverse automorphism

$$
\mathcal{C}: U \rightarrow U, \quad \mathcal{C}(A)=\left(I_{n}-A\right)\left(I_{n}+A\right)^{-1}
$$

Noting that the product $\left(I_{n}-A\right)\left(I_{n}+A\right)^{-1}$ commutes, a straightforward computation shows that $\mathcal{C}$ induces a birational map between skew-symmetric and special orthogonal matrices

$$
\mathcal{C}: \operatorname{Skew}(n) \cap U \leftrightarrow \mathrm{SO}(n) \cap U .
$$

Hence the orthogonal normal form of a general set of points can be rewritten as $\left[I_{n} \mid \mathcal{C}(S)\right]$ for some $S \in \operatorname{Skew}(n)$. Since point configurations in $\mathcal{A}_{n-1}$ are only defined up to projective linear transformations, we can apply the transformation $I_{n}+S$ to obtain

$$
\begin{equation*}
\left[I_{n} \mid \mathcal{C}(S)\right]=\left[I_{n} \mid\left(I_{n}-S\right)\left(I_{n}+S\right)^{-1}\right] \quad \rightsquigarrow \quad\left[I_{n}+S \mid I_{n}-S\right] \tag{3}
\end{equation*}
$$

This avoids the delicate step of inverting a matrix in the implementation of this parametrization, reducing computation time and numerical error. This step was suggested to us by Simon Telen and we refer to the representation in Equation (3) as a skew normal form (SNF).
Theorem 2.9 (Skew normal form). A general configuration of self-dual points $\Gamma \in \mathcal{A}_{n-1}$ admits a skew normal form. Moreover, the dominant rational map

$$
\operatorname{Skew}(n) \longrightarrow \mathcal{A}_{n-1}, \quad S \mapsto\left[I_{n}+S \mid I_{n}-S\right]
$$

is generically finite of degree $(2 n)!2^{n-1}$.
Since a skew-symmetric matrix $S \in \operatorname{Skew}(n)$ is uniquely determined by the $\frac{n(n-1)}{2}$ entries in the upper triangular part, a suitable parameter space for $\mathcal{A}_{n-1}$ is $\mathbb{C}^{\frac{n(n-1)}{2}}$ :

$$
\left(s_{1}, \ldots, s_{\frac{n(n-1)}{2}}\right) \mapsto\left[\begin{array}{cccc|cccc}
1 & s_{1} & \cdots & s_{n-1} & 1 & -s_{1} & \cdots & -s_{n-1} \\
-s_{1} & 1 & \ddots & \vdots & s_{1} & 1 & \ddots & \vdots \\
\vdots & \ddots & \ddots & s_{\frac{n(n-1)}{}} & \vdots & \ddots & \ddots & -s_{\frac{n(n-1)}{}} \\
-s_{n-1} & \cdots & -s_{\frac{n(n-1)}{2}} & 1 & s_{n-1} & \cdots & s_{\frac{n(n-1)}{2}} & 1
\end{array}\right]
$$

In our situation, 14 general self-dual points in $\mathbb{P}^{6}$ have exactly

$$
2^{6} \cdot 14!=5.579 .410 .636 .800
$$

distinct orthogonal or skew normal forms.

### 2.4 Mukai-type results for $\mathcal{A}_{n}$

For small values of $n$, self-dual configurations in $\mathbb{P}^{n}$ are well-studied. A related landmark result is Mukai's description of polarized K3 surfaces and (canonical) curves of genus $g$ as complete intersections on homogeneous varieties $X_{g}$ [Muk88; Muk92]. He proved that a general polarized K3 surface $(S, \mathcal{L})$ of genus $g$, meaning $\mathcal{L}$ is ample and $\mathcal{L}^{2}=2 g-2$, arises as the intersection of homogeneous varieties $X_{g} \subseteq \mathbb{P}^{N}$ with general hypersurfaces (in most cases hyperplanes) if and only if $g \leq 10$. Similarly, general canonical curves $C \subseteq \mathbb{P}^{g-1}$, embedded by their very ample canonical bundle $\omega_{C}$, arise as sections of $X_{g}$ if $g \leq 9$.

In dimension zero, general self-dual point configurations in $\mathbb{P}^{g-2}$ arise as sections of $X_{g}$ if $g \leq 8$. This is classical for $g \leq 6$ (see [EP00, Part II] for a modern account) and was proven by Petrakiev for $g=7,8$ [Pet09]. In particular, all self-dual point configurations in $\mathbb{P}^{n}$ for $n \leq 6$ arise as linear sections of canonical curves by Mukai's result. For $g \geq 9$ this is no longer true by a simple moduli count. A summary of these results is given in the following theorem.

Theorem 2.10. (i) All sets of four points in $\mathbb{P}^{1}$ are self-dual.
(ii) Six points in $\mathbb{P}^{2}$ are self-dual if and only if they are the intersection of a quadric and cubic.
(iii) A general set in $\mathcal{A}_{3}$ is a complete intersection of three quadric surfaces in $\mathbb{P}^{3}$.
(iv) A general set in $\mathcal{A}_{4}$ is a quadric section of an elliptic normal curve in $\mathbb{P}^{5}$; equivalently it is the intersection of $\operatorname{Gr}(2,5) \subseteq \mathbb{P}^{9}$ with a quadric and a linear space.
(v) A general set in $\mathcal{A}_{5}$ is a linear section of the Lagrangean Grassmannian $\mathrm{LG}_{+}(5,10) \subseteq \mathbb{P}^{15}$.
(vi) A general set in $\mathcal{A}_{6}$ is a linear section of the Grassmannian $X_{8}=\operatorname{Gr}(2,6) \subseteq \mathbb{P}^{14}$.

In cases (ii)-(vi), an equivalent statement is that the set $\Gamma \subseteq \mathbb{P}^{n-1}$ is a hyperplane section of a canonical curve of genus $n+1$ in $\mathbb{P}^{n}$.

Part (iv)-(vi) all correspond to a non-trivial lifting problem, the last one being exactly Problem 1.1. For reference, we record a precise statement of Petrakiev's result on $\mathcal{A}_{6}$. The group SL(6) acts on $\mathbb{C}^{15}=\Lambda^{2} \mathbb{C}^{6}$ and hence induces an action on $\operatorname{Gr}\left(7, \mathbb{C}^{15}\right)$, leaving $X_{8} \subseteq \mathbb{P}\left(\mathbb{C}^{15}\right)$ invariant.

Theorem 2.11 ([Pet09, Thm. 3.3]). The slicing map

$$
f: \operatorname{Gr}\left(7, \mathbb{C}^{15}\right) / \mathrm{SL}(6) \rightarrow \mathcal{A}_{6}, \quad \mathbb{L} \mapsto \mathbb{L} \cap X_{8}
$$

defines a generically finite dominant rational map to the moduli space of self-dual points $\mathcal{A}_{6}$.

## 3 Slicing using homotopy continuation

### 3.1 Introduction to homotopy continuation

Homotopy continuation is a computational method used to solve a multivariate polynomial system $F(x)=0$ with a zero-dimensional set of solutions over the complex numbers. It relies on finding a homotopy that deforms $F(x)$ into a system that is easier to solve. HomotopyContinuation.jl can solve square systems without specifying a start system and a homotopy to follow. Usually the system is parameterized introducing some variables $\underline{a}$ giving a family of systems $F(x, \underline{a})$ with the same number of solutions for every $\underline{a}$. The system we want to solve corresponds to the target parameter
$F\left(x, \underline{a}_{\text {target }}\right)=F(x)$ and the one that we are able to solve corresponds to the start parameter $F\left(x, \underline{a}_{\text {start }}\right)$. Defining a homotopy between these two systems, we move the start parameter and, numerically tracking paths, we deform the solution of $F\left(x, \underline{a}_{\text {start }}\right)$ into the solution of $F\left(x, \underline{a}_{\text {target }}\right)$. An example of homotopy between two systems $G$ and $F$ is given by a straight line between them:

$$
H(x, u)=(1-u) G(x)+u F(x) \quad u \in[0,1] .
$$

This technique has been implemented by Breiding and Timme [BT18] in the Julia package HomotopyContinuation. jl , as the following snippet of code demonstrates.

```
using HomotopyContinuation as HC
@var x[1:n] a[1:m]
f = [f_1,...,f_l] # Define equations f_i(x,a) appropriately
F = System(f, variables = x[1:n], parameters = a[1:m])
res = HC.solve(F, start_sol; start_parameters = a_start, target_parameters = a_target)
```

For a polynomial system there are infinitely many possible start systems and homotopies. Different choices may have a different impact on the computational time of the solve() function. If the start system has the same number of solutions as the $F(x)$, we say that it is optimal. Optimal start systems are preferred because they require to track the minimal number of paths possible and still get all solutions of $F(x)=0$. This choice also shortens significantly the computation time. However, in general there is no way to predict which start system and homotopy will lead to the quickest time to solve. It is also necessary to ensure that the parameterized system $F(x, \underline{a})$ has the same number of solutions. In other words, we need a parameterization $F(x, \underline{a})$ such that we can keep track of all the start solutions along the way. This is a fundamental challenge in the Mukai lifting problem, because it requires to parameterize the space of self-dual points in $\mathbb{P}^{6}$.

### 3.2 Computing a linear section of the Grassmannian

In this section we compute a set of self-dual points $\Gamma$ as a given 6 -dimensional linear subspace $\mathbb{L}$ intersecting the Grassmannian $X_{8}:=\operatorname{Gr}(2,6) \subseteq \mathbb{P}^{14}$. By construction, the linear space $\mathbb{L} \subseteq \mathbb{P}^{14}$ is a solution to the Mukai lifting problem for $\Gamma$. In the next section we set up a homotopy in which $\Gamma$ serves to get the start parameter and $\underline{a}_{\text {start }}$ and $\mathbb{L}$ serves to get the start solution. We recall that $X_{8}$ parameterizes 2 -dimensional subspaces in $\mathbb{C}^{6}$. We represent an element in an affine chart of $X_{8}$ as the row span of the $2 \times 6$ matrix:

$$
H=\left(\begin{array}{cccccc}
1 & 0 & t_{1} & t_{2} & t_{3} & t_{4}  \tag{4}\\
0 & 1 & t_{5} & t_{6} & t_{7} & t_{8}
\end{array}\right)
$$

The Plücker embedding $p: \operatorname{Gr}(2,6) \hookrightarrow \mathbb{P}^{14}, p(H)=\left(p_{0}: \cdots: p_{14}\right) \in \mathbb{P}^{14}$ is given by taking the $2 \times 2$ minors of $H$, these are the 15 Plücker coordinates in $\mathbb{C}\left[t_{1}, \ldots, t_{8}\right]$. In our affine chart we have $p_{0}=1$.
Lemma 3.1. Let $A \in \mathbb{C}^{8 \times 15}$ be a general matrix and $\mathbb{L}=\mathbb{P}(\operatorname{Ker} A)$. The polynomial system in $\underline{t}$

$$
\begin{equation*}
A \cdot\left(p_{0}(\underline{t}), \ldots, p_{14}(\underline{t})\right)^{\top}=0 \tag{5}
\end{equation*}
$$

has exactly 14 solutions $\underline{t}_{1}, \ldots, \underline{t}_{14}$ and the set $\left\{p\left(\underline{t}_{k}\right) \mid k=1, \ldots, 14\right\}$ is the image of a configuration of self-dual points $\Gamma \subseteq \mathbb{P}^{6}$ under a linear map $L: \mathbb{P}^{6} \xrightarrow{\sim} \mathbb{L} \subseteq \mathbb{P}^{14}$.

Proof. The Grassmannian $X_{8}$ is a 8-dimensional variety of degree 14 [MS21, Thm 5.13], so its intersection with 8 linear hyperplanes in general position contains exactly 14 points. Let $L$ be a kernel matrix for $A$. If $\underline{t}_{k}$ is a solution to (5), then $p\left(\underline{t}_{k}\right)$ is a linear combination of the columns of $L$ and it lies in the image $\mathbb{L}:=\operatorname{Im}(L)$ of the linear map $L: \mathbb{P}^{6} \rightarrow \mathbb{P}^{14}$. Since $X_{8} \subseteq \mathbb{P}^{14}$ is arithmetically Gorenstein, so is $P \subseteq \mathbb{L}$ and by Theorem 2.3 (iii) there exists a self dual set of points $\Gamma \subseteq \mathbb{P}^{6}$ such that $L(\Gamma)=P$. To compute such a configuration it is enough to compute a solution $\Gamma$ to:

$$
L \cdot \Gamma=\left(\begin{array}{ccc}
p_{0}\left(\underline{t}_{1}\right) & & p_{0}\left(\underline{t}_{14}\right) \\
\vdots & \ldots & \vdots \\
p_{14}\left(\underline{t}_{1}\right) & & p_{14}\left(\underline{t}_{14}\right)
\end{array}\right) .
$$

We point out that the previous Lemma gives an algorithm to construct the self-dual configuration $\Gamma$ in a linear section $\mathbb{L}$ defined by 8 hyperplanes $\sum_{j=1}^{15} a_{i j} x_{j}=0, i=1, \ldots, 8$. After fixing a random matrix $A$, we use a toric degeneration of the Grassmannian to compute solutions $\underline{t}_{k}$ for (5). We dedicate the following section to describe the construction of the degeneration.

### 3.3 Toric degeneration of the Grassmannian

The homogeneous coordinate ring $R:=S(X) \subseteq \mathbb{K}\left[t_{1}, \ldots, t_{n}\right]$ of a projective variety $X \subseteq \mathbb{P}^{n-1}(\mathbb{K})$ can be studied by looking at the initial algebra of $R$ with respect to a term order $\prec$, that is the algebra generated by the initial terms with respect to $\prec$ of every element in $R$ :

$$
\operatorname{in}_{\prec}(R):=k\left[\operatorname{in}_{\prec}(f): f \in R\right] .
$$

Many geometric properties of the variety $X$ can be understood by looking at the corresponding algebraic properties of the initial algebra in $_{\prec}(R)$. For example, if the initial algebra is normal, Cohen-Macaulay or Gorenstein, then so is the coordinate ring $R$. We refer to [Bru+22] for further details. Although the coordinate ring of a projective variety is a finitely generated algebra, the corresponding initial algebra may not be finitely generated for a given term order. This happens when $R$ does not admit a finite Khovanskii basis for that term order. The existence of universal finite Sagbi basis is an active research problem, see [BC24] for some recent developments.

Definition 3.2. Let $R \subseteq k\left[t_{1}, \ldots, t_{n}\right]$ be a finitely generated polynomial algebra. A set of generators $\mathcal{F}$ of $R$ is a Khovanskii basis with respect to a term order $\prec$ if $\mathrm{in}_{\prec}(R)=k\left[\mathrm{in}_{\prec}(f): f \in \mathcal{F}\right]$.

Khovanskii bases have been introduced by Robbiano and Sweedler in [RS06] and by Sturmfels in [Stu96], respectively with the name of Sagbi bases and Canonical Subalgebra bases. Later, Kaveh and Manon in [KM19] gave a more general definition introducing the terminology that we use, even if in the context of this paper is in the Sagbi case. Khovanskii bases are the analogoues of Gröbner bases for ideals to subalgebras and they have been effectively used in computer algebra in [BPT25]. When the coordinate ring $R$ admits a finite Khovanskii basis, the initial algebra is a finitely generated monomial algebra, hence it can be viewed as the coordinate ring of a toric variety. In this case we say that $X$ admits a toric degeneration to the projective toric variety $\operatorname{Proj}\left(\mathrm{in}_{\prec}(R)\right)$.

Definition 3.3. A toric degeneration of $X \subseteq \mathbb{P}^{n}$ is a variety $Y \subseteq \mathbb{P}^{n} \times \mathbb{A}^{1}$ such that the projection $\pi: Y \rightarrow \mathbb{A}^{1}$ is flat and $\pi^{-1}(0) \hookrightarrow \mathbb{P}^{n}$ is a toric variety and $\pi^{-1}(\lambda)=X$ for every $\lambda \neq 0$.

Degenerations are used to formalize the concept of limit of a family of varieties as the special fiber $\pi^{-1}(0)$ can be thought of as the limit of $\pi^{-1}(t)$ for $t \rightarrow 0$. Now we illustrate explicitly this degeneration for the Grassmannian $X_{8}$. For a weight vector $\omega$, we define the $\omega$-initial form $\operatorname{in}_{\omega}(f)$ of a polynomial $f=\sum c_{\alpha} t^{\alpha}$ to be the sum of the terms $c_{\alpha} t^{\alpha}$ such that $\alpha \cdot \omega$ is maximal. A weight vector $\omega$ represents a term order $\prec$ for a finite set of polynomials $\mathcal{F}$ if $\mathrm{in}_{\omega}(f)=\mathrm{in}_{\prec}(f)$ for every $f \in \mathcal{F}$. The Plücker coordinates generate the coordinate ring $R$ of $X_{8} \cap\left\{p_{0}=1\right\} \subseteq \mathbb{A}^{14}$, that is $R=\mathbb{C}\left[p_{0}(\underline{t}), \ldots, p_{14}(\underline{t})\right]$. A diagonal term order is a term order for which the initial terms of the Plücker coordinates $p_{i}$ are the corresponding monomial in a main diagonal of (4).

Proposition 3.4. [Stu96, Prop. 11.8] The Plücker coordinates are a finite Khovanskii basis for the coordinate ring $R$ of the Grassmannian $X_{8}$ with respect to any diagonal term order $\prec_{d}$, which is represented by the weight vector $\omega=(3,2,1,0,0,1,2,3)$ :

$$
\operatorname{in}_{\omega}(R)=k\left[\operatorname{in}_{\omega}\left(p_{1}\right), \ldots, \operatorname{in}_{\omega}\left(p_{15}\right)\right] .
$$

We introduce a new variable $u$, that will be the parameter of the degeneration and, for every polynomial $f=\sum_{\alpha} c_{\alpha} t^{\alpha} \in R$, we define $\nu(f):=\max \left\{\omega \cdot \alpha \mid c_{\alpha} \neq 0\right\}$ and

$$
\begin{align*}
f_{u} & :=\sum_{\alpha} c_{\alpha} t^{\alpha} \cdot u^{\nu(f)-\omega \cdot \alpha} \in k\left[t_{1}, \ldots, t_{8}, u\right],  \tag{6}\\
R_{u} & :=k\left[f_{u}: f \in R\right] \subseteq k\left[t_{1}, \ldots, t_{8}, u\right] .
\end{align*}
$$

We observe that $f_{0}=\operatorname{in}_{\omega}(f)=\lim _{u \rightarrow 0} t_{u}$ and $f_{1}=f$. In particular we recover the coordinate ring and its initial algebra as $R_{0}=\operatorname{in}_{\omega}(R)$ and $R_{1}=R$. By moving the parameter $u$ from 1 to 0 we degenerate the coordinate ring $R$ into a monomial algebra. The latter is the coordinate ring of a toric variety and this corresponds to degenerating $X_{8}$ into the toric variety $\operatorname{Spec}\left(R_{0}\right)$.

Remark 3.5. The previous construction is an application of the more general result by Anderson [And13] regarding toric degenerations of projective varieties whose coordinate ring has a full-rank valuation with finitely generated value semigroup. Taking $\omega$ as before, the full-rank valuation

$$
\nu: R \backslash 0 \rightarrow \mathbb{Z}^{8}, \quad \nu\left(\sum_{\alpha} c_{\alpha} t^{\alpha}\right)=\operatorname{argmax}\left\{\omega \cdot \alpha \mid c_{\alpha} \neq 0\right\} .
$$

induces a term order represented by the vector $\omega$. The existence of a finite Khovanskii basis for this term order is equivalent to having a finitely generated value semigroup for $\nu$ by [KM19].

Going back to Equation (5), we introduce the parameter $u$ to degenerate it to a toric ideal as follows. We denote by $\underline{a}$ the entries of the matrix $A$ from Lemma 3.1 and define the system $F(\underline{t}, u, \underline{a})$ with 8 equations by:

$$
\begin{equation*}
F(\underline{t}, u, \underline{a})=\left\{A \cdot\left(p_{0, u}(\underline{t}), \ldots, p_{14, u}(\underline{t})\right)^{\top}=0\right\} . \tag{7}
\end{equation*}
$$

The variables $u, \underline{a}$ are the parameters in the homotopy, the equations in (5) correspond to the target system $F(\underline{t}, 1, \underline{a})$. Fixing random values $\underline{a}_{\mathrm{s}}$ we obtain the start system $F\left(\underline{t}, 0, \underline{a}_{\mathrm{s}}\right)$ that involves only linear relations among monomials, i.e. the leading terms of the Plücker coordinates. HomotopyContinuation.jl can easily solve this by automatically choosing a polyhedral homotopy. Then we track the solutions to obtain the solutions of $F\left(\underline{t}, 1, \underline{a}_{\mathrm{s}}\right)$. Given a matrix $A$ with entries $\underline{a}_{\mathrm{t}}$, we solve $F\left(\underline{t}, 1, \underline{a}_{\mathrm{t}}\right)$ as the following snippet of Julia code shows.

The equations in (7) are encoded in the vector $F$. The first homotopy compute the solution on the toric degeneration by moving the hyperplanes that intersect it and the parameter $u=0$ is fixed.

The second homotopy transport the solution from the toric degeneration to the Grassmannian $X_{8}$ by increasing the parameter $u$ from 0 to 1 and fixing the parameters $\underline{a}$. The third homotopy finally solves $F\left(\underline{t}, 1, \underline{a}_{\mathrm{t}}\right)$ by tracking the solution of $F\left(\underline{t}, 1, \underline{a}_{\mathrm{s}}\right)$.

```
C = System(F, variables = x, parameters = [u;a[:]])
A_rand = randn(ComplexF64, length(a));
aO_start = [0;A_rand]
toric_sol = solutions(HC.solve(C, # solutions of F(t,0,a_s)
    target_parameters = a0_start))
a1_start = [1;A_rand]
start_sol = solutions(HC.solve(C, toric_sol; # solutions of F(t,1,a_s)
    start_parameters = a0_start, target_parameters = a1_start))
a1_target = [1;A] # given A
X8_cap_A = solutions(HC.solve(C, start_sol; # solutions of F(t,1,a_t)
    start_parameters = a1_start, target_parameters = a1_target))
```

Once we have the solutions $P$ to $F\left(\underline{t}, 1, \underline{a}_{t}\right)$, we obtain a configuration of self-dual points $\Gamma$ that is embedded in $\mathbb{P}^{14}$ by solving the linear system $L(\Gamma)=P$, where $L:=\operatorname{Ker}\left(\left[\underline{a}_{t}\right]\right)$ is a kernel basis. This is illustrated in the following snippet of code, the function plücker_emb (numerically) evaluates the Plücker embedding on points in the affine chart $H \cong \mathbb{C}^{8}$.

```
Z = reshape(vcat(plücker_emb.(X8_cap_A)...),15,14) # Embed points in P^14
L = LinearAlgebra.nullspace(A) # Obtain matrix L whose image is Ker(A)
\Gamma = L\Z # Take the inverse image of Z under L
```


### 3.4 Real solutions

For a transversal slicing of the Grassmannian $X_{8}$ with 8 complex hyperplanes, as described in Equation (5), we get 14 complex solutions. We study how many of these are real for random choices of real hyperplanes. The regions in $\operatorname{Gr}_{\mathbb{R}}(7,15)$ corresponding to transversal linear spaces are partitioned into open semi-algebraic cells by the number of real intersection points.

We compute the solutions with HomotopyContinuation. jl using $F\left(\underline{t}, 1, \underline{a}_{t}\right)$ as start system, for which we computed a start solution X8_cap_A previously. The hyperplanes are chosen as follows: we draw the coefficients of the defining equations from a standard normal distribution with mean 0 and standard deviation 1 . This gives the uniform distribution on the Grassmannian $\mathrm{Gr}_{\mathbb{R}}(7,15)$ with respect to the Haar measure from the compact real Lie group $\mathrm{O}(15)$ [Chi03, Thm. 2.2.1]. In Table 1 we report the result of the sampling after ten million iterations. We observe that the case in which all 14 solutions are real is very rare but it does happen. The columns succ and fail report the number of times the computations succeeded in computing all the 14 distinct solutions and the number of times it failed.

## 4 Lifting using homotopy continuation

In the previous section we computed pairs $(\mathbb{L}, Z)$ with $X_{8} \cap \mathbb{L}=Z \subseteq \mathbb{P}^{14}$. In this section these will be turned into the start solution of a parameterized polynomial system solving the lifting problem

| Real solutions | 0 | 2 | 4 | 6 | 8 | 10 | 12 | 14 | succ | fail |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Count | 178244 | 2277545 | 4079864 | 2547002 | 790369 | 116267 | 10508 | 192 | 9999991 | 9 |
| Proportion | $1.78 \%$ | $22.78 \%$ | $40.80 \%$ | $25.47 \%$ | $7.90 \%$ | $1.16 \%$ | $0.11 \%$ | $0.002 \%$ | $100 \%$ | - |

Table 1: Slicing $X_{8}$ with uniformly sampled real $\mathbb{L} \subseteq \mathbb{P}^{14}(\mathbb{R}) 10^{7}$ times.

Problem 1.1. As mentioned, an important step for using Homotopy Continuation is parameterizing the space of self-dual points $\mathcal{A}_{6}$ in $\mathbb{P}^{6}$. The main problem is that this space is not convex (in an obvious way) and, more generally, it is crucial to find a path between two self-dual configurations that stays inside the space of self-dual points. Using the parametrization given by $\mathbb{C}^{21} \rightarrow \mathcal{A}_{6}$ that exploits the skew normal form in Theorem 2.9, we solve this problem efficiently: after computing normal forms for start and target configuration, we can choose a straight line through the parameter space $\mathbb{C}^{21}$. If $s_{\text {start }}$ is chosen sufficiently randomly, this path will avoid the discriminant (branch locus) as it has real codimension 2.

With this structure, the Mukai lifting problem becomes the following: For $S \in \operatorname{Skew}(7) \cong \mathbb{C}^{21}$ we want to recover the embedding $L: \mathbb{P}^{6} \xrightarrow{\sim} \mathbb{L} \subseteq \mathbb{P}^{14}$ such that

$$
L \cdot\left\{\gamma \in\left[I_{7}+S \mid I_{7}-S\right]\right\}=\mathbb{L} \cap X_{8} .
$$

Lemma 4.1. Let $\gamma_{i}$ be the $i$-th column of a set $\Gamma$ in skew normal form and let $q_{1}, \ldots q_{15}$ be the Plücker relations of $X_{8}$, i.e. the generators of the defining ideal of $X_{8} \subseteq \mathbb{P}^{14}$. The embedding $L=\left[\ell_{i j}\right]: \mathbb{P}^{6} \xrightarrow{\sim} \mathbb{L} \subseteq \mathbb{P}^{14}$ is a solution for the Mukai lifting problem for $\Gamma$ if and only if

$$
\begin{equation*}
q_{k}\left(L \gamma_{i}\right)=0 \quad \text { for all } i=1, \ldots, 14, k=1, \ldots, 15 . \tag{8}
\end{equation*}
$$

Proof. The only condition that $L$ has to satisfy is that the image of $\Gamma$ lies inside the Grassmannian $X_{8}$. This is ensured by the vanishing of the Plücker relations on $L \cdot \gamma_{i}$ for every $i=1, \ldots, 14$. Indeed if Equation (8) holds, then $L(\Gamma) \subseteq \mathbb{L} \cap X_{8}$ and we have equality as the latter is a set of 14 points by Lemma 3.1 and $L$ is injective.

We observe that the system in (8) has degree 2 in the 105 variables $\ell_{i j}$ and has $14 \cdot 15=210$ equations, so it is heavily over-determined. Additionally, this system is not zero-dimensional, which is a necessary condition for applying homotopy continuation methods. Indeed, Petrakiev's result [Pet09] implies that the rational map

$$
f: \operatorname{Gr}\left(7, \mathbb{C}^{15}\right) \rightarrow \mathcal{A}_{6}, \quad \mathbb{L} \mapsto \mathbb{L} \cap X_{8}
$$

generically has 35 -dim'l fibers (unions of orbits of the $\operatorname{SL}(6)$ action on $\mathbb{C}^{15}=\bigwedge^{2} \mathbb{C}^{6}$ ).
Let $\widehat{A}_{6} \subseteq\left(\mathbb{P}^{6}\right)^{14}$ be the locally closed set of semistable self-dual point configuration. In Section 3 we considered the related rational map (note that we considered kernel matrices instead):

$$
\hat{f}: \mathbb{C}^{7 \times 15} \longrightarrow \widehat{\mathcal{A}}_{6} / \mathfrak{S}_{14}, \quad A \mapsto A^{-1}\left(\operatorname{Im}(A) \cap X_{8}\right) \subseteq \mathbb{P}^{6}
$$

The relationship between $f, \hat{f}$ and the skew normal forms can be summarized as follows.

Theorem 4.2. We have a commutative diagram


In particular, $\hat{f}$ is dominant with general fiber of dimension $\operatorname{dim} \hat{f}^{-1}(\Gamma)=36$.
Proof. Commutativity of the diagram follows from the previous discussion. Since $f$ is dominant (Theorem 2.11) and the image of $\hat{f}$ is invariant under $\mathrm{SL}(7), \hat{f}$ is dominant too. The dimension of a general fiber is

$$
\operatorname{dim} \hat{f}^{-1}(\Gamma)=\operatorname{dim} \mathbb{C}^{7 \times 15}-\operatorname{dim} \widehat{\mathcal{A}}_{6}=105-69=36
$$

To get a system with a finite set of solutions we need to impose a number of conditions on the entries of $L$ equal to the dimension of a general fiber of $\hat{f}$. Hence we can construct $L$ as follows using 69 variables $\ell_{i}, i=1, \ldots, 69$. As described in Section 3 we consider a self-dual start configuration $\Gamma_{\text {start }}$ embedded in the linear space $\mathbb{L}_{\text {start }}:=L_{\text {start }}\left(\mathbb{P}^{6}\right) \subseteq \mathbb{P}^{14}$. By adding random linear combinations of the 69 variables in each entry of $L_{\mathrm{s}}$, given by random matrices $A_{k}$ for $k=1, \ldots, 69$, we construct $L$ as:

$$
L=L_{\text {start }}+\sum_{k=1}^{69} \ell_{k} \cdot A_{k}
$$

With this interpretation, the start solution for HomotopyContinuation. jl is a vector of zeros $\ell_{\text {start }}=$ $(0, \ldots, 0)$ and the start parameters are the entries of the skew-symmetric matrix $S_{\text {start }}$ in a skew normal form of $\Gamma_{\text {start }}$.

The number of solutions to this system could be larger than the degree of the slicing map $f$ (which is conjecturally birational), because we are intersecting SL(6)-orbits with linear spaces. Since we only want to construct some Mukai lift, we do not investigate this subtlety further, though it would be interesting to study this degree in future work.

We finally describe part of the construction of Equation (8) in Julia. We concatenate three different systems as follows:

- First we define L_system to be the system containing the equations of the image of a linear $\operatorname{map} L: \mathbb{P}^{6} \rightarrow \mathbb{P}^{14}, x \mapsto L x$, as in Lemma 4.1 and $L$ as described above in the variables $1 \hat{=}\left(\ell_{1}, \ldots, \ell_{69}\right)$. The variables x are the coordinates of a point in $\mathbb{P}^{6}$.
- Then we evaluate the Plücker relations in these expressions, obtaining the system Q_system of 15 equations in 1 and $x$.
- Finally, we evaluate the equations of Q_system in each of the points in $\Gamma_{\mathrm{s}}=\left[I_{7}+S \mid I_{7}-S\right]$, keeping the variables $s \hat{=} S \in \operatorname{Skew}(7)$ as parameters.

A relevant part of the construction is summarized in the following snippet:

```
L_system = System(L*x, variables=[x;l])
plücker_system = System([oscar_to_HC_Q(plück_oscar[i], q) for i=1:15], variables=q)
Q = plücker_system(expressions(L_system));
Q_system = System(Q, variables=[x;l]);
equations = vcat([Q_system([Г[:,i];1]) for i in 1:14]...);
parameterized_system = System(equations, variables=l, parameters=s);
```

The full implementation together with the example notebook presented in the next section can be found at
https://mathrepo.mis.mpg.de/MukaiLiftP6

## 5 Implementation and extended example

In this section we explain the implementation through an instructive example. We consider the self-dual configuration $\Gamma \subseteq \mathbb{P}^{6}$ given by the columns of the following matrix:

$$
\Gamma=\left[\begin{array}{cccccccccccccc}
7 & -2 & 6 & -1 & -6 & 1 & -9 & 7 & 0 & 6 & 1 & 8 & -3 & 7 \\
-1 & 2 & -5 & -2 & 0 & -4 & 3 & -3 & -4 & -3 & 4 & -2 & 4 & -1 \\
1 & 4 & -1 & -5 & -3 & 6 & 8 & -1 & -8 & -3 & 5 & 1 & -6 & -8 \\
3 & -6 & 4 & -3 & -4 & 6 & 0 & 5 & 8 & 2 & 3 & 2 & -8 & 0 \\
1 & -2 & 1 & 0 & -4 & 2 & 2 & 3 & 4 & -1 & 2 & 2 & -2 & -2 \\
0 & -6 & -5 & 6 & 3 & 7 & -3 & 2 & 8 & -7 & -6 & -3 & -5 & 5 \\
-3 & 3 & -4 & 1 & 4 & 3 & 2 & -3 & -6 & -4 & -3 & -4 & -1 & -2
\end{array}\right]
$$

To verify that $\Gamma$ is indeed self-dual we use condition (ii) of Lemma 2.1 and compute an invertible diagonal matrix $\Lambda$ verifying $\Gamma \cdot \Lambda \cdot \Gamma^{\top}=0$. This is a linear system in 14 unknowns (the entries of $\Lambda$ ) and $\binom{7+1}{2}=28$ equations, namely $\sum_{i=1}^{14} \lambda_{i} \gamma_{i} \gamma_{i}^{\top}=0$. The function test_self_dual returns a floating point approximation of the (exact) normed solution

$$
\Lambda=\frac{1}{\sqrt{13.0625}} \operatorname{diag}\left(-1,-1,-1,-1,-1,-1,-1,1, \frac{1}{4}, 1,1,1,1,1\right) .
$$

```
Lambda = test_self_dual(Gamma)
norm( Gamma * Lambda * transpose(Gamma), Inf ) #4.085620730620576e-14
```

We bring $\Gamma$ into an orthogonal normal form $\Gamma_{\text {ONF }}$ as in Theorem 2.7, essentially using linear algebra. Applying an appropriate scaling $\Lambda_{\text {scale }}$ and linear map $A$ we have $A \cdot \Gamma_{\mathrm{ONF}}=\Gamma \cdot \Lambda_{\text {scale }}$.

Gamma_ONF, A, Lambda_scale = orthogonal_normal_form(Gamma)
norm( A * Gamma_ONF - Gamma * Lambda_scale, Inf ) \# 2.6645352591003757e-15

We compute a skew normal form $\Gamma_{\text {SNF }}$ by applying the Cayley transform to $P$ to obtain the skewsymmetric matrix $S$ and we compute $\Gamma_{\mathrm{SNF}}=\left[I_{7}+S \mid I_{7}-S\right]$. The output is a floating point approximation of the following exact matrix:

$$
S=\left[\begin{array}{ccccccc}
0 & -1 & 1 & 0 & -1 & 4 & 2 \\
1 & 0 & 3 & -2 & -2 & 10 & 12 \\
-1 & -3 & 0 & 2 & 1 & -1 & -2 \\
0 & 2 & -2 & 0 & -1 & -10 & -6 \\
1 & 2 & -1 & 1 & 0 & -4 & -4 \\
-4 & -10 & 1 & 10 & 4 & 0 & -6 \\
-2 & -12 & 2 & 6 & 4 & 6 & 0
\end{array}\right]
$$

$$
\Gamma_{\mathrm{SNF}}=\left[\begin{array}{cccccccccccccc}
1 & -1 & 1 & 0 & -1 & 4 & 2 & 1 & 1 & -1 & 0 & 1 & -4 & -2 \\
1 & 1 & 3 & -2 & -2 & 10 & 12 & -1 & 1 & -3 & 2 & 2 & -10 & -12 \\
-1 & -3 & 1 & 2 & 1 & -1 & -2 & 1 & 3 & 1 & -2 & -1 & 1 & 2 \\
0 & 2 & -2 & 1 & -1 & -10 & -6 & 0 & -2 & 2 & 1 & 1 & 10 & 6 \\
1 & 2 & -1 & 1 & 1 & -4 & -4 & -1 & -2 & 1 & -1 & 1 & 4 & 4 \\
-4 & -10 & 1 & 10 & 4 & 1 & -6 & 4 & 10 & -1 & -10 & -4 & 1 & 6 \\
-2 & -12 & 2 & 6 & 4 & 6 & 1 & 2 & 12 & -2 & -6 & -4 & -6 & 1
\end{array}\right]
$$

$P=$ Gamma_norm[:, 8:14]
$S=$ cayley $(P)$
Gamma_SNF $=[\mathrm{I}+\mathrm{S}$ I-S]
We compute the linear embedding $\widehat{L}: \mathbb{P}^{6} \xrightarrow{\sim} \mathbb{L} \subseteq \mathbb{P}^{14}$ such that $\widehat{L}\left(\Gamma_{\mathrm{SNF}}\right)=\mathbb{L} \cap X_{8}$. The parametrized polynomial system in Equation (8) has been precomputed as F as described in Section 4 together with start solution l_start $=0$ and start parameters S_start. The target parameter of the homotopy are the entries of the matrix $S$. We executed this computation on a single thread of a 512 GB RAM machine using 2x 12-Core Intel Xeon E5-2680 v3 processor working at 2.50 GHz in 3172 seconds.

```
S_target = skew_to_vector(S) # unrolls the upper right half of S into its 21 entries
@time result = HomotopyContinuation.solve(F, l_start;
            start_parameters=S_start, target_parameters=S_target) #3172.87531 seconds 3
sol = solutions(result)[1]
L_hat = L_start + sum(sol[i]*A_rand[i] for i in eachindex(l))
```

To obtain the map $L: \mathbb{P}^{6} \hookrightarrow \mathbb{P}^{14}$ with $L(\Gamma) \subseteq X_{8}$, one only needs to compose $\widehat{L}$ with the previous coordinate transformations $\Gamma \rightsquigarrow \Gamma_{\text {SNF }}$ :

$$
\mathbb{L} \cap X_{8}=\widehat{L}\left(\Gamma_{\mathrm{SNF}}\right)=\widehat{L}\left(\left(I_{7}+S\right) \cdot \Gamma_{\mathrm{ONF}}\right)=\widehat{L}\left(\left(I_{7}+S\right) \cdot A^{-1} \cdot \Gamma \cdot \Lambda_{\text {scale }}\right) .
$$

Since the configuration $\Gamma$ does not change when multiplying on the right by a diagonal matrix, we obtain the solution for the Mukai lifting problem for $\Gamma$ as:

$$
L=\widehat{L} \cdot\left(I_{7}+S\right) \cdot A^{-1}
$$

We can verify $L(\Gamma)=\mathbb{L} \cap X_{8}$ by evaluating $L\left(\gamma_{i}\right)$ in the Plücker relations

```
L = L_hat*(I+S)*inv(A)
maximum([ norm(q(L*Gamma[:,i]), Inf) for i =1:14]) #1.2805801671064476e-11
```


## Outlook

The last section illustrated the procedure developed in this paper to compute a solution for the Mukai lifting problem of a configuration of self-dual points in $\mathbb{P}^{6}$. We observe that using our approach, the linear space will never be defined over the real numbers, even if $\Gamma$ is real. It is an interesting question to extend this approach to find real spaces for real self-dual point configurations.

This project focused on $\mathcal{A}_{6}$, though our methods can also be applied to $\mathcal{A}_{5}$, replacing $\operatorname{Gr}(2,6)$ with $X_{7}=\mathrm{LG}_{+}(5,10) \subseteq \mathbb{P}^{15}$. It would be an interesting challenge to devise an algorithm for the Mukai lifting of general canonical curves $C \subseteq \mathbb{P}^{7}$, i. e. for general points $[C] \in \mathcal{M}_{8}$.

As mentioned in Section 4, Petrakiev's map $f$ (Theorem 2.11) is conjecturally birational modulo SL(6). One could experimentally study the degree of this map using monodromy methods. Following our approach, this is likely related to the degree of the restriction $\hat{f}_{\mid W}$ to a general 69-dimensional affine subspace $W \subseteq \mathbb{C}^{7 \times 15}$. This degree is expected to be larger than 1 even if $f$ is birational, as mentioned in Section 4. Such an experimental study would also benefit from a faster evaluation of our polynomial system.
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