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Maximum Likelihood Estimation in Algebraic Statistics

▷ Let X ↪→ (C×)n+1 be a d-dimensional smooth variety

▷ Discrete statistical model X ∩∆n =
{
p ∈ X ∩ Rn+1

∣∣ pi > 0, p0 + · · ·+ pn = 1
}

▷ Given data points u ∈ Nn+1, which parameter maximizes the log-likelihood

Lu(x) = log xu0
0 · · ·xun

n , x ∈ X ∩∆n?

▷ Critical equations: x ∈ CritX(u) = { x ∈ X | ∇Lu(x) = 0 }
▷ CritX(u) is a finite set of MLdeg(X) non-degenerate

critical points for general data u ∈ Nn+1 (or Cn+1)

▷ [Huh13] MLdeg(X) = (−1)d · χ(X)

▷ Extensively studied for toric models (exponential families), linear

models, determinantal varieties, . . .
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Linear models and scattering amplitudes

▷ Let be an essential arrangement of n+ 1 hyperplanes in Cd

A = V(ℓ0 · · · ℓn) ⊆ Cd, (ℓ0(x), . . . , ℓn(x))
T = Ax+ b, LT = [b | A]

▷ Parametrizes linear model X := Cd \ A ℓ
↪→ (C×)n+1, can assume

∑
j ℓj = 1

▷ Log-likelihood function or master function given by

Lu(x) = u0 log ℓ0(x) + · · ·+ un log ℓn(x)

▷ If the ℓj are real, then MLdeg(X) is the number of bounded chambers of A ∩ Rd

▷ Critical equations appear as scattering equations in bi-adjoint scalar ϕ3-theories

(Cachazo, He & Yuan [CHY14])
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What is “general” data?

▷ Moving from general to special u ∈ Pn = P(Cn+1), what can happen to CritX(u)?
1. Two critical points collide to form a non-reduced/degenerate point

2. A positive-dimensional component appears

3. A critical point disappears to infinity

▷ The closure of 1.-3. was called the data discriminant in [RT15]

▷ 3. was studied from a tropical and a Bernstein–Sato perspective by (Sattelberger &

van der Veer [SvdV23])

Definition

The logarithmic discriminant of a (smooth) variety X ↪→ (C×)n+1 is

∇log(X) := { u ∈ Pn | CritX(u) is infinite or non-reduced }.

⇝ Goal: Understand logarithmic discriminants of hyperplane arrangements!
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Three points enter a bar

▷ Three points on a line A = V(x (x+ 1) (x+ b)) = {0,−1,−b} ⊆ C1 (b /∈ {0, 1})
▷ Model is a line X ⊆ (C×)3 parametrized by (x, x+ 1, x+ b),

Lu(x) = u0 log x+ u1 log(x+ 1) + u2 log(x+ b)

▷ A single critical equation in x ∈ C1 \ A
u0
x

+
u1

x+ 1
+

u2
x+ b

= 0 ⇐⇒ u0(x+ 1)(x+ b) + u1x(x+ b) + u2x(x+ 1) = 0

▷ When does this quadric have a double root in x? Highschool discriminant!

∆log(X) = (b− 1)2 u20 + 2b(b− 1)u0u1 + b2 u21 − 2(b− 1)u0u2 + 2b u1u2 + u22

▷ ∆log(X) itself is a smooth quadric in u with discriminant −4b2(b− 1)2
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Ramification and its consequences

▷ Let f : V → W be a dominant map of smooth irreducible varieties of dimension n

▷ The ramification locus Ram(f) ⊆ V is the hypersurface

Ram(f) =
{
x ∈ V

∣∣ x ∈ f−1(f(x)) is not isolated or reduced
}
= V(detJf (x))

▷ The branch locus is the scheme-theoretic image Branch(f) = f(Ram(f)) ⊆ W

▷ Apply this to the likelihood correspondence

f : L◦
X = { (u, x) ∈ Pn ×X | ∇Lu(x) = 0 } → Pn

Definition (Scheme-theoretic definition of ∇log(X))

The logarithmic discriminant is the branch locus of the projection f . The ramification

locus is defined in Pn ×X by

∇Lu(x) = 0, detHessx(Lu(x)) = 0.
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Irreducibility of Ram(f)

▷ X = Cd \V(ℓ0 · · · ℓn), (ℓ0(x), . . . , ℓn(x))T = Ax+ b

▷ Here the equations of the ramification locus have a very concrete form

∇Lu(x) = AT · diag(1/ℓ0, . . . , 1/ℓn) · u = 0

h = det
(
AT · diag

(u0
ℓ20

, . . . ,
un
ℓ2n

)
·A
)
=

∑
I⊆{0,...,n}

|I|=d

|AI |2
uI

(ℓI)2

▷ Critical equations are linear in the uj ⇝ substitute them in h to obtain

h̃ ∈ C[ud, . . . , un;x], Ram(f) ∼= V(h̃) ⊆ Pn−d ×X

Theorem

If the arrangement contains a subset of d+ 2 hyperplanes which is bi-uniform (to be

defined in a moment), then Ram(f) and hence ∇log(X) are irreducible varieties.
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A split discriminant!

▷ Consider the arrangement A of six planes

(1, x1, x2, x3) ·


1 2 1 0 0 0

1 1 2 1 0 1

1 3
2

3
2 0 1 1

0 0 0 1 1 2


▷ The first and the last three planes intersect in a line each

▷ The logarithmic discriminant decomposes as

∇log = V(144u20 + 120u0u1 + 168u0u2 + 25u21 − 70u1u2 + 49u22)

∪V(u23 − 2u3u4 + 4u3u5 + u24 + 4u4u5 + 4u25)

∪V(u0 + u1 + u2, u3 + u4 + u5).
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A complete answer in C1

Theorem

Let A ⊆ C1 be an arrangement of n+ 1 ≥ 3 distinct points.

1. The ramification locus is a smooth irreducible hypersurface in Pn × (C1 \ A).

2. The class of Ram(f) in the Chow ring A•(Pn × P1) = Z[α, β]/⟨αn+1, β2⟩ is
α2 + 2(n− 1)αβ.

3. The projection f : Ram(f) → ∇log is birational.

4. ∇log(X) ⊆ Pn is an irreducible reduced hypersurface of degree 2(n− 1).

▷ Explicit formula

∆log = Discx

( n∑
i=0

ui
∏
k ̸=i

(x+ bk)

)
▷ For n+ 1 = 4 points ∇log ⊆ P3 is always a singular quartic surface
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A positivity result

▷ Let Hi := V(ℓi) ⊆ Pn be the closures of the affine hyperplanes

▷ Flats of the matroid M(A) are the linear spaces obtained as intersections of subsets of

the Hi

▷ A has no flats at infinity if no non-empty flats are contained in Pd \ Cd.

Theorem

If A has no flats at infinity and if u ∈ (C×)n+1 is such that CritX(u) consists of

MLdeg(X) reduced points, then u /∈ ∇log(X).

Corollary (An application of Varchenko’s theorem)

Let A ⊆ Cd be a real arrangement. If A has no flats at infinity, then ∇log ∩ Rn+1
+ = ∅.
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A link to reciprocal linear spaces

▷ The critical equations can be rearranged as

x ∈ CritX(u) if and only if (1/ℓ0(x), . . . , 1/ℓn(x))
T ∈ Ker(AT diag(u0, . . . , un)).

▷ Let RL ⊆ Pn be the image closure of the locally closed embedding

γ : Cd \ A → Pn, (x1, . . . , xd) 7→ (ℓ0(x)
−1 : · · · : ℓn(x)−1)

▷ Considering the kernel as a point in the Grassmannian G(n− d,Pn)

φ : Pn \V(u0 · · ·un) → G(n− d,Pn), u 7→ [Ker(AT diag(u0, . . . , un))]

▷ Then the critical equations become (a subset of) a linear section of RL

x ∈ CritX(u) if and only if γ(x) ∈ φ(u) ∩RL ⊆ Pn
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Hurwitz discriminant

▷ Consider the incidence

I◦ = { (Λ, y) | y ∈ Λ ∩ Im(γ) } ⊆ G(n− d,Pn)×RL

▷ The branch locus I◦ → G(n− d,Pn) is the first associacted hypersurface Z1(RL)

▷ Its defining equation in the Plücker ring is the Hurwitz form HuRL

▷ If A is an uniform arrangement, then degHuRL
= 2(n− d)

(
n

d−1

)
Definition

The pullback along φ : Pn 99K G(n− d,Pn) is the Hurwitz discriminant

∇Hu(A) = φ−1(Z1(RL)).

▷ Always have ∇log(A) ⊆ ∇Hu(A), equality does not necessarily hold
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General arrangements

▷ A defined by (ℓ0(x), . . . , ℓn(x))
T = Ax+ b

▷ k × n matrix is uniform if all sets of k columns are linearly independent

▷ Little matroid M(AT), big matroid M( [b | A]T ), bi-uniform = both are uniform

Theorem

Let A be a bi-uniform arrangement of n+ 1 ≥ d+ 2 hyperplanes in Cd.

1. ∇Hu(A) is a hypersurface of degree 2d
(
n−1
d

)
with full Newton polytope

2. ∇log(A) is an irreducible and reduced hypersurface.

3. ∇log ⊆ ∇Hu coincide as sets, so ∇Hu = V((∆log)
e) for some e ≥ 1.

4. If the arrangement is defined by real affine linear forms, then ∇log ∩ Rn+1
+ = ∅.

▷ We know that equality hold for d = 1 and expect this to always hold true

12



The discriminant of M0,m

▷ M0,m parametrizes tuples of m points on the projective line P1

▷ By fixing (0, 1, x1, . . . , xm−3,∞), it can be realized as the complement in Cm−3 of the

n =
(
m−1
2

)
− 1 minors of (

1 1 1 1 · · · 1 0

0 1 x1 x2 · · · xm−3 1

)
▷ Variable corresponding to minor (i, j) are Mandelstam invariants sij

▷ Discriminant for m = 5 has degree 4 < 2 · 2 ·
(
5−2
2

)
= 12

∆log(M0,5) = (s13s24 + s13s34 + s14s34 + s14s23 + s23s34 + s24s34 + s234)
2 − 4s13s14s23s24

▷ The Hurwitz discriminant has the extra factors

∆Hu(M0,5) = (s13 + s23 + s34)
2 · (s14 + s24 + s34)

2 ·∆log(M0,5)

▷ Conjecturally rich nested structure, degrees of ∇log(M0,m) are 4, 30, 208, 1540, . . .
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Many open questions

▷ Missing piece of the puzzle: Is ∇Hu reduced for a bi-uniform arrangement?

▷ (When) is the projection Ram(f) → ∇log generically finite? When is it birational?

▷ Is there any arrangement such that ∇log(A) is not reduced?

▷ Is there an arrangement of lines whose logarithmic discriminant is reducible?

▷ Is the degree of ∇log(A) an invariant of the little and big matroid?

▷ What is the meaning of the components ∇Hu \ ∇log?

▷ Can the assumption “no flats at infinity” be dropped from the positivity result?

▷ Is there a closed expression for the degree of ∇log(M0,m)?
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Beyond hyperplane arrangements

▷ Let f0, . . . , fn ∈ C[x] be polynomials parametrizing a model

X ∼= Cd \V(f0 · · · fn) ↪→ (C×)n+1, x 7→ (f0(x), . . . , fn(x))

▷ Case (f, x1, . . . , xd) closely related to toric models

▷ d = 1: ∇log(X) is an irreducible hypersurface of degree 2(#V(f0 · · · fn)− 2)

▷ Consider a family Xz of conics in C2 given by polynomials in C[z][x1, x2]
https://www.geogebra.org/calculator/rjxgakbv

f0 = (x1 + x2 + 1)(−x1 + x2 − 2) + z, f1 = x1, f2 = x2

▷ X0 is a bi-uniform arrangement of 4 lines, hence deg∇log(X0) = 2 · 2 ·
(
4−2
2

)
= 4

∆log(X0) = 36u40 + 44u30u1 + 21u20u
2
1 + 6u0u

3
1 + u41 + 684u30u2 + 198u20u1u2

+ 90u0u
2
1u2 + 981u20u

2
2 + 90u0u1u

2
2 − 18u21u

2
2 + 486u0u

3
2 + 81u42
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Men who stare at///////goats sextics

∆log(Xz) = 324u6
0 + (576 z + 396)u5

0u1 + (256 z2 + 928 z + 189)u4
0u

2
1 + (512 z2 + 560 z + 54)u3

0u
3
1

+ (384 z2 + 168 z + 9)u2
0u

4
1 + (128 z2 + 32 z)u0u

5
1 + (16 z2 + 4 z)u6

1 + (−5184 z + 6156)u5
0u2

+ (−9 216 z2 + 6912 z + 1782)u4
0u1u2 + (−4096 z3 − 5632 z2 + 5760 z + 810)u3

0u
2
1u2

+ (−6144 z3 + 768 z2 + 1224 z)u2
0u

3
1u2 + (−3072 z3 + 384 z2 + 360 z)u0u

4
1u2 + (−512 z3 − 128 z2)u5

1u2

+ (20736 z2 − 54432 z + 8829)u4
0u

2
2 + (36864 z3 − 87552 z2 − 5760 z + 810)u3

0u1u
2
2

+ (16384 z4 − 16384 z3 − 55808 z2 − 2304 z − 162)u2
0u

2
1u

2
2 + (16384 z4 − 34816 z3 − 12032 z2 + 72 z)u0u

3
1u

2
2

+ (4096 z4 − 8704 z3 − 3008 z2 − 108 z)u4
1u

2
2 + (41472 z2 − 97200 z + 4374)u0

3u3
2

+ (55296 z3 − 122112 z2 − 11016 z)u2
0u1u

3
2 + (16384 z4 − 14336 z3 − 52992 z2 − 648 z)u0u

2
1u

3
2

+ (8192 z4 − 16384 z3 − 5472 z2)u3
1u

3
2 + (31104 z2 − 70632 z + 729)u2

0u
4
2

+ (27648 z3 − 61056 z2 − 3240 z)u0u1u
4
2 + (4096 z4 − 3584 z3 − 13248 z2 + 972 z)u2

1u
4
2

+ (10368 z2 − 23328 z)u0u
5
2 + (4608 z3 − 10368 z2)u1u

5
2 + (1296 z2 − 2916 z)u6

2

∆log(Xz)|z=0 = ∆log(X0) · u20
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Thank you! Questions?
arXiv:2410.11675
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