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Warm-up: Matrix decomposition

> Given: matrix M € C™*"™ (representing m student’s n test results)

> Goal: Uncover (low-rank) decomposition/explanation “students ~ skill ~ test”
> Matrix decomposition M = UVT with U € C™*", V € C**"

> Possible if (and only if) tk M <r

1 0 0
0 .
M=S§- 1 T,  SeGL(m,C),T € GL(n,C)
0
0 0

> Similar to SVD: M = USVT (U, V unitary, ¥ diagonal with singular values)



What is a tensor?

A tensor. ..
> ...is an object that transforms like a tensor
> ...is an element of a tensor product of vector spaces U ® V @ W

> ...is a bilinear map U x V — W* / a trilinear map Ux VxW —-C /...
> ...is a multidimensional array of numbers A = (A;jx)i ik

e 1-tensor = vector
e 2-tensor = matrix
e 3-tensor = cube of numbers



is Tensor Decomposition!

> A tensor of the form u ® v ® w = (u;v;wg); 5k is simple

> Given a tensor, find a short(est) sum of simple tensors
T
I'= Z il ® v; ® w; (@)
i=1

> The smallest such r is the tensor rank of T, (V) is a tensor decomposition

A\

Many names: Canonical Polyadic Decomposition, Parallel Factorization,
> Generalizes matrix rank: A =S -diag(1,...,1,0,...,0)- T =37, uv,
——

rank A
If the simple tensors are unique up to scaling, then A is called identifiable
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A small example
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The simultaneous decomposition algorithm

> Notation: Arrange the r vectors each into a matrix:

T=> w®vew =[UV,W, UeC, VeC™r, WeC™r
=1

> Assume U, V', I/ have maximal rank = r, then unique up to scaling & permuting
> Algorithm:
1. Pick random ¢, ¢ € C"
2. T+ 0) = (Egor Tighcr);; = UDVT, T(r-, ) i= (Egoy Tigh¢h)y y = UD VT
3. A=T(,-¢c)-T(,-, ('/)71, =T(,,c)T-T(-,-,)”T (really: Moore-Penrose inverse)

A=UD. VT (VT)'D'U =UD,U™*
4. Diagonalize A =UD U~ and 5 =VDgV~!
Eigenbasis U of A is U up to scaling & permutation, eigenbasis V of B is V.

5. Da = Dp ~ Order/pair eigenvectors to get matrices U,v
6. Find 1" using linear equation T = S"7_, ii; ® ; ® 10, 5



The example, demystified
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> Actual decomposition: U =
3 4

> B=T( )T T, )T = - cigenpairs (2, H ), (1, H)
1
V= |

0 1,11':
1 2 =




Hidden algebraic geometry: joins and secants

> Let X,Y C C¥ be affine cones (= zero sets of homogeneous polynomials)

> JOX,)Y) ={z+y|ze X ,yeY }=lines through X, Y

> How large is J°(X,Y)? In how many ways can one write p € J° as x + y?
> If dim X =n and dimY = m, then dim J°(X,Y) < min{m + n, N}

> X =Y = simple tensors in C2*2*2 dim X =4

> Expected dimension of 05X = J°(X,X)is4+4=8
> But actually contained in hypersurface of dim 7

> A random tensor lies outside this hypersurface and has rank 3



Applications and outlook

> Plenty of applications: Machine learning, (algebraic) statistics, signal processing,
phylogenetic trees, ...

> Special kinds of tensors: Symmetric tensor decomposition = Waring decomposition
T
FE(C[:L’l,...,xn]d, F:ZLEI, LiEC[{L‘l,...,:L'n]l
i=1

> Dimension and identifiability questions still open for many cases C/*™*™
> Often interested in best-approximations with low rank ~+ generalized SVD

> Limits of rank r tensors may have rank < r
T=w@uev+vRWV+v@vew= lim n(v+ tw)® —mevev
n—o0

> Many other notions of rank: Border rank, subrank, cactus rank, slice rank, ...



Thank you! Questions?
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